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Abstract—In this paper, a link-layer synchronization and medium access control (MAC) protocol for very-high-speed wireless communication networks in the Terahertz (THz) band is presented. The protocol relies on a receiver-initiated handshake to guarantee synchronization between transmitter and receiver. Two scenarios are considered, namely, a macro-scale scenario, where nodes utilize rotating directional antennas to periodically sweep the space while overcoming the distance problem at THz frequencies, and a nanoscale scenario, where nano-devices require energy harvesting systems to operate. Both scenarios are implemented on a centralized and an ad-hoc network architecture. A carrier-based physical layer is considered for the macro-scenario, whereas the physical layer for the nano-scenario is based on a femtosecond-long pulse-based modulation scheme with packet interleaving. The performance of the proposed MAC protocol is analytically investigated in terms of delay, throughput and probability of successful packet delivery, and compared to that of an adapted Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) with and without handshake. The results are validated by means of extensive simulations with ns-3, in which all the necessary THz elements have been implemented. The results show that the proposed protocol can maximize the successful packet delivery probability without compromising the achievable throughput in THz-band communication networks.
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1 INTRODUCTION

Over the last decade, wireless data traffic has drastically increased due to a change in the way today’s society creates, shares and consumes information. More specifically, the global wireless mobile data traffic has grown 18-fold over the past 5 years [1]. This fast growth has been mainly caused by the booming usage of wireless devices, especially smart devices. It is estimated that wireless mobile data traffic will be seven times greater by 2021 than today. This change has been accompanied by an increasing demand for higher speed wireless communication anywhere, anytime. Following this trend, wireless multi-Gigabit-per-second (Gbps) and Terabit-per-second (Tbps) links are expected to become a reality within the next five years.

In this context, Terahertz-band (0.1 THz to 10 THz)1 communication is envisioned as a potential wireless technology to satisfy the need for much higher wireless data rates [2], [3], [4], [5]. This frequency band, which lies in between millimeter wave (mmWave) and the far infrared, is still one of the least explored regions in the electromagnetic (EM) spectrum.

1. There are multiple terms to refer to the THz band, including Tremendously High Frequencies, sub-millimeter waves and Extreme Far Infrared, with start frequencies as low as 100 GHz and as high as 10 THz. We adopt this broader definition.

For many decades, the lack of compact high-power signal sources and high-sensitivity detectors able to work at room temperature has hampered the use of the THz band for any application beyond sensing. However, many recent advancements with several device technologies [6] are finally closing the so-called THz gap. In an electronic approach, the limits of standard silicon CMOS technology [7], silicon-germanium BiCMOS technology [8], III-V semiconductor HEMT [9], mHEMT [10], HBT [11], and Schottky diode [12] technologies are being pushed to reach the 1 THz mark. In a photonics approach, uni-traveling carrier photodiodes [13], photoductive antennas [14], optical downconversion systems [15] and quantum cascade lasers [16] are being investigated for high-power THz systems. More recently, the use of nanomaterials such as graphene is enabling the development of novel plasmonic devices for THz communications [17], [18]. These devices are intrinsically small, efficiently operate at THz frequencies, and can support very large modulation bandwidths. Ultimately, whether in an electronic, photonic, plasmonic or even hybrid approach, THz communications are becoming a reality.

The THz band provides wireless communication devices with an unprecedentedly large bandwidth, ranging from several tens of GHz up to a few THz [19], [20]. The main phenomenon affecting the propagation of THz-band signals is the absorption by water vapor molecules. For communication distances below one meter (i.e., nanoscale scenarios), the THz band behaves as a single transmission window several THz wide. In contrast, for longer distances (i.e., macrocale scenarios), molecular absorption defines multiple transmission windows, each of them tens to hundreds
of GHz wide. In both cases, physical-layer data-rates in the order of hundreds of Gbps and few Tbps have already been demonstrated, even with low-complexity modulations [21]. Thanks to the very large bandwidth at THz frequencies, THz devices do not need to aggressively contend for the channel. For instance, compared to both sub-6 GHz systems with up to 160 MHz bandwidth [22] as well as mmWave communication systems with up to 2.16 GHz bandwidth [23], the THz-band provides above hundred GHz of bandwidth in a single transmission window. In addition, the very high bit-rates enabled by such bandwidths lead to very short packet transmission times, which further minimizes the collision probability. For instance, with 100 GHz bandwidth, the time needed to transmit a packet of size 2000 bytes is only 160 ns, comparable to the propagation time.

In light of these results, a plethora of novel applications are enabled by THz-band communication [4], [24]. For macroscale scenarios, the advantage of the THz band comes mainly from the much larger available bandwidth. The corresponding applications include terabit wireless personal area networks, terabit small cells/wifi, secure ultrabroadband ultra narrow-beam communication links in the military and defense fields. For nanoscale scenarios, the advantage of the THz band comes mainly from the much smaller size of transceivers and antennas (enabled by the much shorter wavelength) in addition to the data-rates when needed. Thus, the application scenarios include intercore communication in wireless on-chip networks, wireless nanosensor networks for nuclear, biological and chemical defenses, and the Internet of Nano-Things.

However, the high path-loss at THz-band frequencies and the low transmission power of THz transceivers (from tens of microWatts [25] to tens of milliWatts [26]) introduce several challenges in terms of link-layer synchronization, which directly impact the achievable throughput of THz networks. On the one hand, in macroscale scenarios, highly directional antennas (DAs) are needed simultaneously in both transmission and reception all the time to establish wireless links beyond one meter. This is quite different with conventional communications, where omni-directional antennas are applied in at least one side of the communication links to achieve synchronization and beamforming. While directional communication can help to mitigate multi-user interference, it introduces the deafness problem [27], [28], [29]. This problem is the result of directional transmitting and receiving, leading to the signal strength at third party devices being too low to perform carrier sense. Moreover, the relatively long propagation delay when transmitting at Tbps over multi-meter-long links results in low channel utilization. On the other hand, while the issues caused by directional communication vanish in nanoscale applications, the limited energy capabilities of nano-devices requires them to use energy harvesting systems [30], which lead to severe energy fluctuations and, once again, impact the synchronization between the transmitter and the receiver.

To overcome these limitations, in this paper, we develop a link-layer synchronization and medium access control (MAC) protocol for very-high-speed wireless communication networks in the THz band. The protocol relies on a receiver-initiated handshake as a way to guarantee synchronization between the transmitter and the receiver. In addition, it incorporates an aggregated packet or a sliding window flow control mechanism, which combined with the 1-way handshake, maximizes the channel utilization. We summarize the peculiarities of THz-band communication and illustrate our design logic with a flowchart in Fig. 1.

We consider two different application scenarios: a macroscale scenario, in which nodes utilize high-speed rotating DAs to periodically sweep the space, and a nanoscale scenario, in which nodes use an energy harvesting nanosystem or power nano-generator. For each scenario, we consider different physical layers, namely, a traditional carrier-based modulation for the macroscale scenario and a femtosecond-long pulse-based modulation with user interleaving for the nanoscale scenario. The waveform synchronization and symbol detection design for pulse-based communication has been demonstrated in [31]. Besides, for each scenario, we consider two different network architectures, namely, a centralized network architecture with one access point that always performs as a receiver while all other nodes perform as transmitters, and an ad-hoc network architecture, where all nodes are identical and periodically

---

**Fig. 1: Peculiarities of THz communication networks and the design logic.**
switch between receiver mode and transmitter mode.

We analytically investigate the performance of the proposed MAC protocol in terms of delay, throughput and successful packet delivery probability, and compare it to that of an adapted Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) protocol with and without handshake. The adapted CSMA/CA protocol takes into account the capabilities of the THz devices, i.e., the antenna’s orientation in the macroscale scenario or the energy status in the nanoscale scenario. Finally, we implement in ns-3 [32] the proposed protocol and the necessary THz models (channel, carrier-based and pulse-based physical layers, rotating antenna and energy harvesting system), and provide extensive simulation results to validate our solution.

The remainder of this paper is organized as follows. We summarize the related work in Sec. 2. In Sec. 3, we describe the system model considered throughout the paper and derive formulations for the bit and packet error rates, the probability of collision in the macro-scale and the nanoscale scenarios, the highly directional antenna in the macroscale scenario and the energy harvesting system for nano-devices. In Sec. 4, we describe the proposed protocol and, in Sec. 5, we analytically investigate its performance for the two scenarios. We provide simulation and numerical results in Sec. 6 and conclude the paper in Sec. 7.

2 Related Work

To the best of our knowledge, there are very few MAC protocols for THz-band communication. mmWave communications, which range from 30 to 300 GHz and provide multi-Gbps communication services, are considered as the closest existing technologies to THz-band communication in terms of frequency. Three major types of MAC protocols have been widely applied in mm-wave communication networks, which include CSMA/CA-based protocols, Time Division Multiple Access (TDMA)-based protocols and hybrid protocols. In this section, we summarize the advantages and drawbacks of these protocols and discuss the feasibility of implementing these protocols in THz-band networks.

The drawbacks of TDMA-based protocols come from several aspects. First of all, for the centralized network architecture, the medium time for the bursty data traffic is often highly unpredictable. Thus, it is easy to under-flow allocate or over-flow allocate the medium time for each individual user. Besides, a huge number of control overheads are generated for the on-the-fly medium reservation, which, to some extent, defeat the original purpose of fast communication. Furthermore, it is challenging to implement a high-level computationally intensive and real-time executable access point (AP) or piconet coordinator (PNC) to schedule the burst traffic on a mobile device. Lastly, when it comes to the ad-hoc network architecture, it is even harder to achieve transmitter-receiver synchronization.

Comparing with TDMA-based protocols, CSMA/CA-based protocols work well with bursty traffic for both centralized and ad-hoc network architectures. However, conventional CSMA/CA-based protocols cannot adapt to the directional communication networks due to the challenging monitoring caused by the deafness problem. To overcome this issue, existing CSMA/CA-based protocols either utilize an omni-/quasi-omnidirectional to directional (O-to-D) antenna pairs to achieve beamforming and synchronization [28], [33], [34], [35], or utilize directional to directional (D-to-D) antenna pairs with caching the location information of all neighbor nodes on each sending device [36], the synchronization is established after sending multiple Directional Request-To-Send (DRTS) packets.

In addition to the deafness problem, the spatial interference is significantly reduced in the directional communication networks, thus, interference management or avoidance becomes a secondary consideration in MAC protocol design. For these reasons, the TDMA-based protocols, even suffering from the aforementioned drawbacks, are still widely used in the mmWave communication networks. However, the conventional TDMA protocol is very inefficient from the resource utilization point of view. Owing to the high degree of spatial diversity in mmWave communication networks, the time slots, which are used for data streaming in conventional TDMA protocol, can be further reused, i.e., one TDMA time slot can be occupied by several links which are determined to be not interfering each other. Thus, the spacial TDMA (STDMA)-based protocols [37] are proposed to improve the network efficiency.

In order to optimize the scheduling scheme for the STDMA-based protocol, works have been done in two aspects, which include heuristics solutions [38], in which O-to-D antenna pairs are utilized in the scheduling period; and analytical optimization solutions, within which the scheduling is achieved either by applying O-to-D antenna pairs [39] or by implementing the bootstrapping program [40], [41], such that the AP knows the up-to-date network topology and the location information of other nodes. Based on the extensive literature review, all the STDMA-based protocols, except for the protocols with bootstrapping program, need to implement the CSMA/CA protocols in the starting stage to achieve the synchronization, beamforming and scheduling, these implementations have also been presented in the corresponding IEEE standards.

There are mainly two existing IEEE standards for mmWave communication on 60 GHz band, which include the IEEE802.15.3c WPAN [42], [43], [44], [45] and the IEEE802.11.ad WLAN [46], [47]. IEEE802.11.ay [48], [49], an evolution of IEEE802.11.ad, is still under development. In all these standards, O-to-D antenna pairs are utilized in the scheduling period. In addition, hybrid MAC protocols are indicated in these standards. More specifically, in both IEEE802.15.3c and IEEE802.11.ad, the CSMA/CA protocol is mainly applied in the scheduling period, which is a contention-based access period. In contrast, the STDMA protocol is mainly utilized in the data exchanging period. Besides, polling is enabled for dynamic channel time allocation in IEEE802.11.ad.

However, the available solutions for lower-frequency systems cannot directly be utilized in a THz paradigm, mainly because they do not capture the peculiarities of the THz-band channel or the capabilities of THz devices. When it comes to the macroscale scenario, highly DAs are needed simultaneously in both transmission and reception sides all the time. Without implementation of O-to-D antenna pairs, the synchronization, scheduling and beamforming, again,
become severe issues. Thus, the conventional CSMA/CA-based or TDMA-based protocols are not applicable for the macroscale scenario. Besides, due to the low transmission power of THz transmitters and the very high path-loss in the THz-band channel, it is infeasible to further divide the transmission power into different directions in one time slot. Thus, STDMA-based protocols are not feasible in the macroscale scenario as well. In [50], the authors proposed an assisted beamforming MAC protocol for THz communication networks, which exploits both 2.4 GHz and THz-band communication. In particular, the synchronization is achieved by using omnidirectional antennas that operate in 2.4 GHz channel, that support much slower transmission speeds than that in THz band. While functional, this system requires at least two radios.

When it comes to nanonetworks, THz devices utilize omni-directional antennas. The application of omnidirectional antennas removes the deafness problem caused by directional communication. However, the devices lose the benefits of applying spatial reuse. Moreover, the THz devices suffer severe limitations in both memory and energy. Thus, the TDMA-based protocols, which either introduce a large number of control overheads or require a lot of memory to cache network information, are not feasible in THz-band nano-networks. In [51], the authors proposed the PHLAME, the first MAC protocol for ad-hoc nanonetworks. In this protocol, nano-devices such as nanosensors are able to dynamically choose different physical layer parameters based on the channel conditions and the energy of the nano-devices. Similarly, in [52], the authors proposed a centralized MAC protocol, in which a nano-controller would determine the best communication parameters for the nano-devices. In both cases, a transmitter-initiated hand-shake was required, which would eventually result in a low channel utilization. In [53], a receiver-initiated MAC protocol for nanosensor networks was proposed. The developed protocol is based on a distributed scheduling scheme, which requires the devices to perform a distributed edge coloring algorithm. However, due to the very limited computational resources of individual nano-devices, it seems more plausible to leverage the pulse-based physical layer to interleave users in time, rather than performing distributed scheduling algorithms [54].

This paper builds upon our preliminary work introduced in [55], where we proposed our receiver-initiated MAC protocol based on a infrastructure network architecture for two different application scenarios, namely, the macroscale scenario and the nanoscale scenario. In this paper, we have extended our work with our proposed MAC protocol to the ad-hoc network architecture, again for the two different application scenarios. Considering the complexity of the new scenario where each node can perform as both the transmitter and the receiver, allocating the resources efficiently in order to achieve the maximum throughput performance becomes a key problem.

3 THz-band Communication System Model

In this section, we summarize the main peculiarities of THz-band communication networks for both the macroscale scenario and the nanoscale scenario. Starting from an accurate THz-band channel model, we firstly formulate the Signal-to-Noise Ratio (SNR), which is needed for the computation of the Bit Error Rate (BER) and Packet Error Rate (PER) in both scenarios. Then, we formulate the collision probability in the macroscale scenario as well as in the nanoscale scenario, for which we review the concept of interleaved pulse-based transmissions. Next, we introduce the directional antenna model in the macroscale scenario and the energy model in the nanoscale scenario. Finally, we investigate both scenarios based on the Centralized Network Architecture and the Ad-hoc Network Architecture.

3.1 Signal-to-noise Ratio

The propagation of electromagnetic waves at THz-band frequencies is mainly affected by molecular absorption, which results in both molecular absorption loss and molecular absorption noise. In particular, based on the THz-band channel model introduced in [19], the signal power at a distance \( d \) from the transmitter, \( P_r \) is given by:

\[
P_r (d) = \int_B S_t (f) |H_c (f, d)|^2 G_t (f) G_r (f) \, df,
\]

where \( S_t \) is the single-sided power spectral density (p.s.d) of the transmitted signal, \( B \) stands for its bandwidth and \( f \) refers to frequency. \( H_r \) represents the THz-band channel frequency response, which is given by:

\[
H_r (f, d) = \left( \frac{c}{4 \pi f d} \right) \exp \left( -\frac{k_{abs} (f) d}{2} \right),
\]

where \( c \) refers to the speed of light and \( k_{abs} \) is the molecular absorption coefficient of the medium. \( k_{abs} \) depends on the molecular composition of the transmission medium, i.e., the type and concentration of molecules found in the channel and is computed as in [19]. \( G_t \) and \( G_r \) refer to the gain of transmitter antenna and receiver antenna, respectively.

Similarly, the molecular absorption noise power \( N_r \) at a distance \( d \) from the transmitter is modeled as additive, Gaussian, colored and correlated to the transmitted signal [56], which is given by:

\[
N_r (d) = \int_B S_{N_r} (f, d) |H_r (f)|^2 df
= \int_B (S_{N^b} (f) + S_{N^t} (f, d)) |H_r (f)|^2 df,
\]

where it is taken into account that the p.s.d. of the total molecular absorption noise \( N_r \) is contributed by the background atmospheric noise p.s.d., \( S_{N^b} \) and the self-induced noise p.s.d., \( S_{N^t} \), which are computed as described in [56]. In addition, \( H_r (f) \) refers to the receiver’s impulse response.

The SNR at a distance \( d \) from the transmitter can be then obtained by dividing (1) by (3).

3.2 Bit Error Rate and Packet Error Rate

In this section, we derive the bit error rate (BER) and the packet error rate (PER) for the aforementioned two application scenarios according to their specific physical layers.
3.2.1 Macroscale Scenario

In the macroscale scenario, i.e., for distances above a few meters, we consider that nodes transmit a conventional QPSK modulated signal with the central frequency of 1.0345 THz (first absorption-defined window above 1 THz). This transmission window has a 3 dB bandwidth of 74 GHz at distance of 10 m.

For a given SNR, the BER, \( P_b \), only depends on the modulation technique. Thus, the BER can be calculated as:

\[
P_b = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{E_b}{2S_{Ni}}} \right),
\]

where \( E_b \) is the energy per bit and \( S_{Ni} \) is the total noise p.s.d., \( \text{erfc} \) is the complementary error function. \( E_b/S_{Ni} \) represents a normalized SNR measure and is calculated as:

\[
\frac{E_b}{S_{Ni}} = \frac{E_s}{2S_{Ni}} = \text{SNR} \cdot \frac{B}{2R_s}.
\]

where \( E_s \) stands for the energy per symbol in joules, \( R_s \) represents the symbol rate. Thus, the PER, \( P_p \), can be expressed as:

\[
P_p = 1 - (1 - P_b)^L_p,
\]

where \( L_p \) refers to the packet length in bits.

3.2.2 Nanoscale Scenario

In the nanoscale scenario, i.e., for distances much below one meter, we consider that nodes transmit using Time Spread On-Off Keying (TS-OOK), a modulation scheme based on the transmission of one-hundred-femtosecond-long pulses by following an on-off keying modulation spread in time [54]. The p.s.d. of such pulses is mainly contained between 0.9 and 4 THz.

To compute the BER and PER, we consider that a hybrid error control technique based on the combination of low-weight channel codes with ARQ is utilized, and we follow the same methodology as in [56]. As shown in the aforementioned work, the reduction of the coding weight (i.e., the number of “1”s in a codeword) can help to mitigate both the molecular absorption noise and the multi-user interference in nanonetworks and, thus, leads to a lower channel error probability. In this case, rather than retransmitting or trying to correct channel errors, the channel errors are prevented from happening in first instance.

3.3 Collision Probability

The collision probability in THz-band communication networks can be very low for the following two reasons. On the one hand, the spatial reuse in the macroscale scenario with highly DAs and the pulse-interleaving scheme in nanoscale scenarios reduce the probability of receiving two or more packets at the same time. On the other hand, the very fast transmission rate further decrease the transmission duration of packets and, thus, the collision vulnerable time. However, the collision probability is still one of the major reasons of transmission failure, especially for the long data (DATA) packets. In this section, we derive the collision probability for the two application scenarios.

3.3.1 Macroscale Scenario

In this case, nodes require high-gain DAs during both transmission and reception. To model the multi-user interference, we need to take into account both the spatial distribution of the nodes as well as their temporal activity. In our model, we consider that nodes are randomly distributed in space following a spatial Poisson process with rate \( \lambda_A \). The area of influence of an individual node is given by \( A(\Delta \theta) = \frac{\pi}{2} l^2 = \frac{\pi}{2} \Delta \theta^2 \), where \( \Delta \theta \) is the antenna beamwidth in radians which is derived in Sec. 3.4 and \( l \) stands for the maximum transmission distance.

Then, the probability of finding \( i \) nodes in a circle is given by:

\[
P[i \in A(\Delta \theta)] = \frac{(\lambda_A A(\Delta \theta))^i}{i!} e^{-\lambda_A A(\Delta \theta)}.
\]

If each node in \( A \) generates new packets at a rate given by \( 1/\alpha T_f \), where \( \alpha \) is a constant and \( T_f \) stands for packet time, the aggregated traffic generated by \( i \) nodes is \( \lambda_f = i/\alpha T_f \). Thus, the probability that \( j \) out of \( i \) nodes are active during a vulnerable time of \( 2T_f \) is given by:

\[
P[j \in 2T_f] = \frac{(\lambda_f 2T_f)^j}{j!} e^{-\lambda_f 2T_f}.
\]

Finally, the collision probability in the macroscale scenario is calculated as:

\[
P_c = \sum_{i=1}^{\infty} P[i \in A(\Delta \theta)] (1 - P[0 \in 2T_f]).
\]

3.3.2 Nanoscale Scenario

In this case, miniature nodes do not require highly DAs, but transmit omnidirectionally. Therefore, the probability of finding \( i \) nodes in the area of influence of a node is given by (7) for \( \Delta \theta = 2\pi \). This results in a much larger number of potentially interfering nodes. Interestingly, however, TS-OOK supports the simultaneous transmission and reception of time-interleaved packets. In this scheme, a logical “0” is transmitted as silence, whereas a logical “1” is transmitted with a pulse. The time between symbols, pulses and silences, \( T_s \) is much longer than the pulse duration \( T_p \), \( \beta = T_s/T_p \gg 1 \).

By considering that each node \( i \) in \( A \) generates new packets at a rate \( 1/\alpha T_f \), the rate at which new pulses are generated is given by \( \lambda_P = i p_1/\alpha T_s \), where \( p_1 \) refers to the probability of transmitting a pulse and is related to the coding weight [56]. Then, the probability of \( j \) out of \( i \) nodes generating pulses within the vulnerable time \( 2T_p \) is:

\[
P[j \in 2T_p] = \frac{(\lambda_P 2T_p)^j}{j!} e^{-\lambda_P 2T_p}.
\]

Finally, if there are \( n \) symbols in one packet, the collision probability of one packet in the nanoscale scenario is:

\[
P_c = \sum_{i=1}^{\infty} P[i \in A(2\pi)] (1 - P[0 \in 2T_p]^n).
\]
3.4 Macro Directional Antenna Model

In the macroscale scenario, highly DAs are applied to transmission and reception simultaneously to overcome high path loss. The antenna requirements are calculated by imposing the condition that the received signal strength should surpass the receiver sensitivity or minimum detectable signal strength at the receiver, i.e.,

$$\int_B S_t (f) \frac{c^2}{(4\pi df)^2} e^{-k_{abs} (f) d} G_t (f) G_r (f) df \geq N_r (d) SNR_{\text{min}},$$

(12)

where $SNR_{\text{min}}$ stands for the minimum SNR threshold (10 dB in our analysis). From this, we derive the required antenna gain and resulting antenna beamwidth for the target transmission distance, transmitted signal power and the SNR threshold. Without loss of generality, in our analysis, we consider the antenna gains of the transmitter and the receiver to be identical and constant over the 3 dB frequency window, i.e., $G_t = G_r = G$. In this case, the desired antenna gain can be expressed as:

$$G \geq \left[ \frac{N_r (d) SNR_{\text{min}}}{\int_B S_t (f) \frac{c^2}{(4\pi df)^2} e^{-k_{abs} (f) d} df} \right] \cdot \frac{A}{4\pi} \cdot \frac{\theta_h \phi_h}{\Delta \theta} \cdot \frac{2}{\Delta \theta},$$

(13)

For highly DAs, the directivity gain can be approximated as [57]:

$$G \approx \frac{4\pi}{\Omega_A} = \frac{4\pi}{\theta_h \phi_h},$$

(14)

where $\Omega_A$ refers to the array solid beam angle, and $\theta_h$ and $\phi_h$ are the Half Power Beam Width (HPBW) in the elevation plane and azimuthal plane, respectively. If we assume the HPBW in the elevation plane and azimuthal plane are identical, i.e., $\theta_h = \phi_h = \Delta \theta$, the beamwidth of the directive antenna can be calculated as follows:

$$\Delta \theta \leq \left[ \frac{\int_B S_t (f) \frac{c^2}{(4\pi df)^2} e^{-k_{abs} (f) d} df}{N_r (d) SNR_{\text{min}}} \right],$$

(15)

As we explain in Sec. 4 and Sec. 5, the beamwidth plays a key role in the proposed solution.

In addition, the rotating highly DAs are applied in this scenario to prevent the deafness problem. The rotation of highly DAs can be achieved by either mechanically rotating a fixed pencil beam around the azimuth and elevation axes or by electronic beam steering with antenna arrays [58], [59], [60], [61] or lens arrays [62], [63]

3.5 Nano Energy Model

One of the main challenges in nanonetworks is posed by the very limited energy of nano-devices and their need for energy harvesting systems. Simply stated, a packet can only be successfully delivered if both the transmitter and the receiver have enough energy to do so. Given the fluctuations in the energy (as opposed to the always-decaying energy in non-harvesting battery-powered devices), the available energy needs to be stochastically modeled. In [64], the authors stochastically modeled the available energy for a nano-device by jointly taking the energy harvesting process when utilizing a piezoelectric nano-generator and the energy consumption process due to communication with TS-OOK. For this, the authors utilized a continuous-time Markov process to model the evolution of the nano-battery energy level. In our analysis, we utilize the same methodology to compute the packet error probability caused by insufficient energy at the transmitter or at the receiver.

In particular, the probability mass function (p.m.f.) of the energy stored at the nano-device battery after reaching a steady state depends both on the rate at which energy is harvested and the rate at which energy is consumed. The latter depends on the the new packet generation rate as well as on the expected number of retransmissions. Ultimately, different MAC protocols lead to different number of transmissions and, thus, into different p.m.f. for the energy at the nano-battery. With the p.m.f. of the energy, we can calculate the probability of having enough energy at each node.

In our study, we implement the harvesting model in ns-3 and utilize the collected data to estimate the battery p.m.f. used in our numerical results analysis. For the energy harvesting model, we implement an energy harvesting system that collects energy at a constant rate and provides interfaces to consume energy according to the packet length. To quantify the energy consumed in transmission and reception of a packet, we use the analysis provided in [64]. If we denote the energy consumed in transmitting an $L$ bits packet as $E^{tx}_L$ and energy consumed in receiving the same packet as $E^{rx}_L$, we obtain the following expressions:

$$\begin{align*}
E^{tx}_L &= L W E^{tx}_{\text{pulse}}, \\
E^{rx}_L &= L W E^{rx}_{\text{pulse}},
\end{align*}$$

(16)

where $E^{tx}_{\text{pulse}}$ and $E^{rx}_{\text{pulse}}$ are the energy consumed in transmission and reception of a pulse respectively and $W$ refers to the coding weight, i.e., the probability of transmitting a pulse instead of being silent. The energy consumed in the reception of a pulse $E^{rx}_{\text{pulse}}$ is approximately 10 times lower than $E^{tx}_{\text{pulse}}$, which is a valid assumption for ultralow power transceivers [65].

3.6 Network Architecture

In our analysis, we are interested in the performance of the proposed protocol working on different network architectures for both the macroscale scenarios and the nanoscale scenarios.

3.6.1 Centralized Network Architecture

In this case, we assume that there is one access point (AP) performing as the receiver, and located at the center of the network. All other nodes are performing as transmitters and randomly distributed around the AP. This type of network architecture is relevant in small cell communications in 5G/6G cellular networks for macroscale scenarios. Also, it is consistent with the internet of Nano-Things envisioned architectures for nanoscale scenarios.

3.6.2 Ad-hoc Network Architecture

In this case, we assume that all the nodes are equal and each node periodically switches between acting as a receiver or a transmitter. Since there is no AP, all nodes are randomly
located within the maximum communication range. The corresponding application scenarios include the device to device communications in Terabit wireless personal area networks for macroscale scenarios, and the wireless on-chip communications for nanoscale scenario.

4 RECEIVER-INITIATED SYNCHRONIZATION AND MEDIUM ACCESS CONTROL PROTOCOL

In light of the system model described in Sec. 3, it is clear that a receiver-initiated handshake is needed in THz-band communication networks to guarantee link-layer synchronization between the transmitter and the receiver. The objective of such handshake is to prevent unnecessary data transmissions when the receiver is not available, whether because it is not facing the transmitter (macroscale scenario) or because it does not have enough energy to handle a new transmission (nanoscale scenario). The fundamental idea behind the proposed protocol is to reduce the overhead introduced by such handshaking process by having nodes announce their availability to receive data. In other words, the traditional 2-way handshake is reduced to a 1-way handshake process. Receiver-initiated MAC protocols have been successfully utilized in other scenarios [29], [53], [66], but the existing solutions cannot directly be utilized in our scenario because of the aforementioned peculiarities of THz-band communication networks.

Besides the 1-way handshake, the proposed protocol also makes use of an aggregated packet or a sliding window flow control at the link layer to maximize the channel utilization. In particular, both the delay introduced while waiting for the receiver availability and the relatively long propagation delay when transmitting at multi-Gbps or Tbps over multi-meter distances (macroscale scenario) result in a relative low channel utilization. To overcome such problems, the receiver can specify the time that it will remain facing in the current direction (macroscale scenario) or the amount of data packets it is willing to accept with its currently available energy (nanoscale scenario).

The basics of the protocol are summarized next. As shown in Fig. 2, a node can be found in transmitting mode or in receiving mode:

- A node in transmitting mode (TM), i.e., with data to transmit, checks whether a current Clear-To-Send (CTS) packet from the intended receiver has been recently received. We consider that a CTS is valid for duration of antenna facing time in the macroscale scenario, or until the receiver is out of energy in the nanoscale scenario. The validity period of a CTS packet is termed as CTS life. If not, the node listens to the channel until the reception of a new CTS packet. In the macroscale scenario, we consider that the node in TM points its DAs to the receiver. For this, we consider that, at the link layer, the node in TM knows the position of the receiver [46]. This information is obtained during the neighbor discovery process, which could rely on heuristic methods such as those in [67], [68], or following innovative approaches such as the solution in [69], where expedited neighbor discovery in directional THz communication networks is achieved by leveraging antenna side-lobe information. In the nanoscale scenario, we consider that nodes utilize omni-directional antennas.
- A node in receiving mode (RM), i.e., with sufficient resources (e.g., energy or even memory) to handle a new incoming transmission and with previous CTS life expired, broadcasts its status by means of a CTS packet. In the macroscale scenario, the node in RM uses a dynamically rotating narrow-beam to broadcast CTS packets while sweeping its entire surrounding space. Such electrically controlled high-speed rotating DAs can be implemented [70], [71]. The node in RM mode cannot know in advance who is willing to transmit, which is why it needs to sweep the entire space. The rotating speed of the beam is a parameter to be optimized in our analysis. In the nanoscale scenario, this information is omnidirectionally transmitted.

Upon the reception of a CTS packet, a node in TM checks whether it has data for that receiver and the necessary resources. If so, it proceeds with the DATA packet transmission after waiting for a random backoff time. The random waiting time helps in avoiding collisions in the macroscale scenario. In the nanoscale scenario, the energy is not wasted in transmitting more packets than the receiver can handle because the number of senders with data and sufficient resources is not known beforehand. If the transmission is successful, the node in RM sends a positive acknowledgement (ACK) packet. In the ACK packet, the receiver sets the flag that indicates if the CTS is still valid or not. If it is valid, the next node goes on to transmit its packet after the waiting time is over. If an acknowledgement is not received before the time-out, the node in TM will set a random back-off time, which depends on the number of transmission attempts, and repeats the entire process when done. After successfully receiving a packet, i.e., successfully transmitting a CTS, a DATA and an ACK packets, the node in RM can decide to keep rotating, continue to collect more packets, or switch to TM.

A couple of comments regarding fairness need to be made. First, as in any triggered reaction protocol, nodes in TM wait a random time after receiving a CTS packet and before sending the DATA packet. In the macroscale scenario, carrier-sense is performed during that time. In the nanoscale scenario, in which a pulsed-based physical layer is used, there is no carrier to sense, but the chances of having a collision are very low (Sec. 3). Second, only for the macroscale scenario, since the receiver’s DA keeps “rotating”, we need to guarantee that the DATA packet can be successfully transmitted within the small span of the facing time of transmitter’s DA and receiver’s DA. This is possible because nodes are transmitting at multi-Gbps and even Tbps and, thus, only several nanoseconds are usually needed.

5 PERFORMANCE ANALYSIS

In this section, we analytically investigate the performance of the proposed protocol in terms of successful packet delivery probability, packet delay and throughput. The analysis is based on both network architectures (centralized, ad-hoc) and application scenarios (macro, nano). In the centralized
network architecture, we analytically investigate the impact of the AP performance (e.g., antenna rotating speed, energy harvesting rate) on the system performance. In the ad-hoc network architecture, we study the resource allocation strategy, such as the TM duration and the RM duration allocation for the macroscale scenario and transmission energy and reception energy allocation for the nanoscale scenario. In both network architectures, we first focus on the macroscale scenario and develop a mathematical framework in detail. Then, we summarize the differences needed to capture the nanoscale scenario peculiarities.

5.1 Centralized Network Architecture

5.1.1 Macroscale Scenario

In this case, the AP in the RM keeps rotating the beam to sweep through the entire circle while the rest of nodes in the TM point their beams toward the AP. Thus, the number of sectors within one antenna rotating circle is:

\[ N_{\text{sector}} = \frac{2\pi}{\Delta\theta} \quad (17) \]

The main factor affecting the performance of the protocol is the antenna rotating speed \( \omega \), given in circles-per-second. In particular, we consider that the antenna shifts its direction in discrete steps and, thus, provides coverage to different sectors in different times. We define the sector time or time duration during which the antenna beam is pointing to a certain direction as \( T_{\text{sector}} = \Delta\theta / (2\pi\omega) \). Simply posed, at least one DATA packet needs to be successfully transmitted from the transmitter within one sector time of the rotating antenna. \( T_{\text{sector}} \) needs to guarantee a complete transmission process starting with sending out the CTS for our designed protocol, thus we have:

\[ T_{\text{sector}} = \frac{L_{\text{CTS}}}{R} + T_{\text{prop}} + \frac{L_{\text{DATA}}}{R} + T_{\text{prop}} + \frac{L_{\text{ACK}}}{R} + T_{\text{guard}}, \quad (18) \]

where \( L_{\text{CTS}}, L_{\text{DATA}} \) and \( L_{\text{ACK}} \) refer to the packet length (in bits) of CTS packet, DATA packet and ACK packet, respectively. \( T_{\text{prop}} \) stands for the propagation duration, and \( R \) is the data rate of the selected 3 dB frequency window. \( T_{\text{guard}} \) is the guard time.

The best case scenario is when a successful transmission is directly achieved without any retransmissions during the time the beams of the transmitter and the receiver face each other. By applying the shortest sector time \( T_{\text{sector}} \) from (18), the maximum throughput can be calculated as a function of the DATA packet length in bits \( L_{\text{DATA}} \):

\[ S_{\text{max}} = \frac{L_{\text{DATA}}}{T_{\text{min}} \cdot N_{\text{sector}}}. \quad (19) \]

We observe that the higher \( S_{\text{max}} \) will be achieved with a larger \( L_{\text{DATA}} \).

In the general case, \( T_{\text{sector}} \) limits the maximum number of retransmissions that a node can complete in the current round, \( s \). This affects the overall packet delay and throughput as the node will have to wait for an entire cycle before being able to continue its ongoing transmission in round, \( s + 1 \). More specifically, the maximum number of retransmission, \( \eta_{\text{max}} \), that a node can complete in round, \( s \), can be calculated as follows:

\[ \eta_{\text{max}}[s] = \min \left\{ \left\lfloor \frac{T_{\text{sector}} - T_{\text{CTS}} - T_{\text{prop}}}{T_{\text{i/o}} + T_{\text{b/o}}} \right\rfloor, k[s] \right\}, \quad (20) \]

where \( T_{\text{i/o}} = 2T_{\text{prop}} + T_{\text{prop}} + T_{\text{DATA}} + T_{\text{ACK}} \) is the time-out duration, \( T_{\text{CTS}}, T_{\text{DATA}} \) and \( T_{\text{ACK}} \) refer to the CTS, DATA, and ACK packet duration, respectively.
ACK packets transmission time, respectively, and $T_{\text{prop}}$ is a random exponential back-off time. In our analysis, we do not ignore the impact of the propagation delay, $T_{\text{prop}}$, as it is comparable or even larger than the packet transmission time in the macroscale scenario. $k$ stands for the maximum number of retransmissions available in the current round. In particular, $k = 5$ is set to a default value $k_0$, which is the maximum number of retransmissions across rounds. For example, if $k_0 = 5$, the total amount of retransmissions for a specific packet is equal to 5. This can be “consumed” within one round if $T_{\text{sector}}$ is very long, i.e., the antenna turns at a slow speed or might be spread across rounds, otherwise.

Then, the probability to succeed with exactly $i$ retransmissions within the same round is given by:

$$P_{\text{succ}}^{i-\text{rtx}} = P_{\text{CTS}}(1 - P_{\text{DATA}}P_{\text{ACK}})^{i-1} P_{\text{DATA}}P_{\text{ACK}}, \quad (21)$$

where $P_{\text{CTS}} = \frac{1}{\overline{P}} = (1 - P_{\text{p}})$, which is the probability of successfully receiving a CTS packet; if not specified, the function $\overline{P}$ is defined as $1 - P$ in the rest of our paper. $P_{\text{DATA}} = \frac{1}{\overline{T}}$, $P_{\text{p}}$ is the probability of successfully receiving a DATA packet; $P_{\text{ACK}} = \frac{1}{\overline{T}}$ is the probability of successfully receiving an ACK packet, where $P_{\text{p}}$ and $P_{\text{c}}$ refer to the PER and the collision probability, respectively, as we derived in Sec. 3. We consider that the main reason for not properly receiving the CTS is the presence of bit errors, rather than the collision with other CTS. In the macroscale scenario, this is generally true, as it is unlikely to have two or more receivers located inside the same sector area of a transmitter and pointing their directional beams toward the transmitter simultaneously. Similarly, in the nanoscale scenario, given the energy constraints of nano-devices, it is not likely to have many nearby receivers announcing their availability at the same time. When it comes to the DATA packet, failures might occur because of both bit errors as well as collisions. Even if we introduce a random initial delay between the CTS reception and the DATA transmission, collisions can occur. Finally, ACK packets might also suffer from bit errors.

From this, we can easily write the probability to successfully transmit the packet $P_{\text{succ}}^{i-\text{rtx}}$ in round $s$ as well as the expected number of retransmissions $\eta$ in that round as:

$$P_{\text{succ}}^{i-\text{rtx}}[s] = \sum_{i=1}^{\eta_{\text{max}}[s]} P_{\text{succ}}^{i-\text{rtx}}; \quad \eta[s] = \sum_{i=1}^{\eta_{\text{max}}[s]} i P_{\text{succ}}^{i-\text{rtx}}. \quad (22)$$

If successful, the average successful packet delay introduced by the current round $s$ can be calculated as:

$$T_{\text{succ}}[s] = (\eta[s] - 1) T_{\text{prop}} + \overline{T_{\text{proc}}} + T_{\text{DATA}} + T_{\text{ACK}} \quad \text{when} \quad \text{successfull transmitting the packet in one attempt.} \quad (23)$$

where $T_{\text{succ}}^{\text{prop}} = 2 T_{\text{prop}} + T_{\text{proc}} + T_{\text{DATA}} + T_{\text{ACK}}$ is the delay when successfully transmitting the packet in one attempt. If the node is not successful in the current round, but $k_0$ has not been yet achieved, the node waits for a new CTS packet (after one antenna cycle). Now $k[s + 1] = k[s] - \eta_{\text{max}}[s]$. The maximum number of rounds $\Gamma_{\text{max}}$ is given by:

$$\Gamma_{\text{max}} = \min \{ k[s] = 0 \}. \quad (24)$$

Then, the probability to successfully transmit a packet in the $j$-th round is given by:

$$P_{\text{succ}}^{j-\text{rtx}} = \left( \prod_{u=1}^{j-1} (1 - P_{\text{succ}}^{u-\text{rtx}}[u]) \right) P_{\text{succ}}^{j-\text{rtx}}[j]. \quad (25)$$

where $P_{\text{succ}}^{j-\text{rtx}}$ is given in (22).

From this, the total packet successful delivery probability and the average number of rounds needed to do so are given by:

$$P_{\text{succ}} = \sum_{j=1}^{\Gamma_{\text{max}}} P_{\text{succ}}^{j-\text{rtx}}; \quad \Gamma = \sum_{j=1}^{\Gamma_{\text{max}}} j P_{\text{succ}}^{j-\text{rtx}}. \quad (26)$$

The discard probability immediately follows as $P_{\text{dis}} = 1 - P_{\text{succ}}$. The average packet delay can similarly be obtained as:

$$T_{\text{packet}} = \sum_{j=1}^{\Gamma_{\text{max}}} \prod_{u=1}^{j-1} (1 - P_{\text{succ}}^{u-\text{rtx}}[u]) P_{\text{succ}}^{j-\text{rtx}} \quad (27)$$

where $T_{\text{cycle}}$ is the time needed for the antenna to complete one entire cycle. $T_{\text{wait}}$ refers to the average time that the transmitter will have to wait for the receiver’s CTS in the first round, and is computed as follows:

$$T_{\text{wait}} = \sum_{i=1}^{n_{\text{sectors}}} \overline{T_{\text{f}}}^{(i-1)} P_{\text{f}} (i - 1) T_{\text{sector}}, \quad (28)$$

where $n_{\text{sectors}} = 2 \pi / \Delta \theta$ is the number of sectors and $P_f = \Delta \theta / \pi$ is the transmitter and receiver facing probability. Finally, we can obtain the throughput as $S = n_{\text{packet}} / T_{\text{packet}}$, where $n_{\text{packet}}$ is the number of bits per packet.

5.1.2 Nanoscale Scenario

In this case, the main problem affecting the performance of the protocol is posed by the fluctuations in the available energy in each nano-device, which were discussed in Sec. 3.5. In our analysis, we consider that the battery in each nano-device can hold up to $\epsilon_{\text{max}}$ energy packets, where $\epsilon_{\text{max}}$ is the maximum energy packet limitation for each nano-device. An energy packet is the energy in Joules consumed in the reception of a control packet (CTS or ACK), also denoted as $\epsilon_{\text{control}}$ control. Similarly, $\epsilon_{\text{DATA}}$ denotes the energy packets required to transmit a control packet, and $\epsilon_{\text{DATA}}$ is the number of energy packets needed to transmit and receive a DATA packet, respectively. The rate at which energy packets are harvested is denoted by $\lambda_{\text{harv}}$. Based on the probability distribution of the battery energy status, as described in Sec. 3.5, we can calculate the insufficient energy probability and its impact on the system.

The model now is fundamentally the same, with only a few modifications. In this case, the reception of a CTS packet is not governed by the antenna rotating speed, $\omega$, and the sector time, $T_{\text{sector}}$, but by the time needed by the receiver to harvest enough energy to operate and announce its availability by broadcasting a CTS. Upon the reception of a CTS packet, the node in $T_{\text{M}}$ checks whether it has enough energy to successfully transmit a packet. The new maximum number of transmissions, $\eta_{\text{max}}$, in round, $s$, is given by:

$$\eta_{\text{max}}[s] = \min \left\{ \left\lfloor \frac{T_{\text{M}}}{\overline{T_{\text{f}}}}, k[s] \right\rfloor, \sum_{i=1}^{\epsilon_{\text{MAX}}} P[\text{level} = i] \left( \frac{i - \epsilon_{\text{MAX}}}{\epsilon_{\text{retry}}} \right) + 1 \right\}, \quad (29)$$
where $\epsilon_{CTS}$ refers to the CTS packet lifetime, set by the receiver according to its energy; $T_{j/o}$ and $T_{b/o}$ are the timeout and back-off respectively, defined similarly as for the macroscale scenario; $\epsilon_{tx} = \epsilon_{tx}^{CTS} + \epsilon_{tx}^{DATA} + \epsilon_{tx}^{ACK}$ is the energy required to complete a packet transmission on the transmitter side; $level$ is the number of energy packet units contained in the battery; and $\epsilon_{retry}$ is the energy spent in a retransmission. As before, $k$ is a parameter value that specifies the maximum number of transmissions still available.

In general, there is no guarantee that the transmitter and the receiver will have enough energy to successfully complete the packet transmission in one round, i.e., during the duration of the current CTS lifetime. As a result, both nodes might have to wait until they have harvested the required energy. The average waiting times for the transmitter and the receiver nodes are given by:

$$T_{\text{wait}}^{tx/rx} = \frac{1}{\lambda_{\text{harv}}} \sum_{i=0}^{\epsilon_{tx/rx}} P[\text{level} = i] \left( \frac{\epsilon_{tx/rx}}{\lambda_{\text{harv}}} - i \right),$$  

(30)

where $\epsilon_{tx} = \epsilon_{tx}^{CTS} + \epsilon_{tx}^{DATA} + \epsilon_{tx}^{ACK}$ is the required energy to start transmission from the receiver side. Thus, the average waiting time for the packet transmission can be calculated as:

$$T_{\text{wait}} = \sum_{i=0}^{\epsilon_{tx}} P[\text{level} = i] + \sum_{i=0}^{\epsilon_{rx}} P[\text{level} = i],$$

(31)

where

$$P_{\text{wait}}^{tx} = \sum_{i=0}^{\epsilon_{tx}} P[\text{level} = i]; ~ P_{\text{wait}}^{rx} = \sum_{i=0}^{\epsilon_{rx}} P[\text{level} = i],$$

(32)

are the waiting probability for the transmitter and the receiver, respectively. The packet delay $T_{\text{packet}}$ can be now obtained by utilizing (31) in (27) instead of (28). The rest of the analytical model remains the same.

5.2 Ad-hoc Network Architecture

5.2.1 Macroscale Scenario

In this case, each node switches between $TM$ and $RM$ periodically. The main problem is to reasonably allocate $TM$ time and $RM$ time of each node in order to guarantee the maximum network throughput. On the one hand, more $TM$ time assigned to each node may lead to a selfish network, in which every node wants to contend for the channel without announcing its availability to receive DATA. As a result, there are a few nodes that can send out their own DATA packet. On the other hand, a very generous network will be created by allocating more $RM$ time for each node. In this case, every node will patiently wait for others’ DATA instead of sending out their own DATA. In both cases, an increasing amount of DATA packets will be stored in each node’s buffer during the communication progress and, thus, lead to an increased average delay.

We first analyze the two-node case and then generalize it for the multiple-node case. In our analysis, the randomness in the scenario is introduced by the geographical distribution and the time resource allocation of each node. The generalization to the multi-node scenario is possible because, in terms of network topology, the transmitter and receiver always face each other once within one steering-cycle of a receiver’s DA, and this is achievable irrespective of their locations. In terms of resource allocation, the generalization is also possible by randomly distributing the operation mode starting time of each nodes following a Poisson distribution in our analysis.

For the ad-hoc network architecture, other than the directivity matching factor we have seen in the centralized network architecture, mode matching is another factor that affects the network throughput. The maximum network throughput is achieved when the mode matching probability of all nodes is the highest.

In the two-node case, we denote the nodes as node $i$ and node $j$. We define one mode cycle as the summation of a $TM$ duration and a $RM$ duration, i.e., $T_{\text{cycle}} = T_{TM} + T_{RM}$. In the best case, one DATA packet is successfully sent out within one packet generation interval, which is calculated as:

$$\lambda_Q \leq \frac{1}{T_{Q}} = \frac{1}{T_{\text{cycle}}},$$

(33)

where $T_Q$ refers to the enqueue interval of the DATA packet and, thus, $\lambda_Q$ is the enqueue rate of the DATA packet.

We assume that, for each node, $RM$ occurs at least once during $T_Q$ with an occurring rate $\lambda_{RM}$:

$$\lambda_{RM} = \lambda_Q T_{RM} T_{Q} = \frac{1}{T_{Q}} T_{RM} = \frac{T_{RM}}{T_{TM} + T_{RM}}.$$  

(34)

The probability that the mode of node $i$ matches the mode of node $j$ can be calculated as:

$$P_{\text{match}}^{i-j} = \frac{\lambda_{RM}^{i} T_{TM}^{j}}{1!} e^{-\left(\lambda_{RM} T_{TM}^{j}\right)},$$

(35)

where $\lambda_{RM}^{i}$ refers to the occurring rate of $RM$ of node $i$ and $T_{TM}^{j}$ refers to the duration of $TM$ of node $j$. Since the allocation scheme of mode duration should be same for each node, we have $T_{TM}^{i} = T_{TM}^{j}$. The probability of mode matching function can be simplified by utilizing this statement and inserting (34) in (35), thus:

$$P_{\text{match}}^{i-j} = \frac{\eta}{1 + \eta} e^{-\frac{\eta}{1 + \eta}},$$

(36)

where $\eta = \frac{T_{TM}}{T_{RM}}$ is the ratio of $RM$ duration to $TM$ duration. The maximum network throughput can be achieved when the mode matching probability $P_{\text{match}}^{i-j}$ is maximum. By taking the derivative of $P_{\text{match}}^{i-j}$ with respect to $\eta$ and set it equal to zero, we find the solution $\eta = 1$, which means $TM$ duration and $RM$ duration should be equally allocated in a two nodes case to achieve the maximum throughput.

The analysis of the three nodes case follows the same logic. We denote the nodes as $m$, $n$, and $j$ and the development of our analysis is based on node $j$. When node $m$ and node $n$ perform in the same mode, it will be very similar to the basic two nodes case. Hence we study the case while node $m$ and node $n$ always perform differently.

So the mode matching probability corresponding to node $j$ can be represented as:

$$P_{\text{match}}^{m, n-j} = P_{\text{match}}^{m-j} P_{\text{match}}^{n-j} = \lambda_{RM}^{m} T_{TM}^{j} e^{-\lambda_{RM}^{n} T_{TM}^{j}} \lambda_{RM}^{n} T_{RM}^{j} e^{-\lambda_{RM}^{m} T_{RM}^{j}},$$

(37)
with the concept of $\lambda_{RM}$ we defined in (34), we can easily calculate the occurring rate of TM as:

$$\lambda_{TM} = \frac{T_{TM}}{(T_{TM} + T_{RM})^2}. \quad (38)$$

We assume node $m$ and node $n$ have the same mode allocation ratio so that: $\lambda_{TM}^m = \lambda_{TM}^n = \lambda_{TM}$ and $\lambda_{RM}^m = \lambda_{RM}$. The mode matching probability can be simplified by applying this assumption and inserting (34) and (38) in (37), leading to

$$P_{match}^{m,n,j} = \frac{\eta^2}{(\eta + 1)^2} e^{-\frac{\eta^2}{(\eta + 1)^2}} e^{-\frac{\eta}{(\eta + 1)^2}}, \quad (39)$$

where $\eta = \frac{T_{TM}}{T_{TM} + T_{RM}}$, which refers to the ratio of TM duration of node $j$ to TM duration of node $m$ or node $n$. $\eta = \frac{T_{RM}}{T_{TM} + T_{RM}}$, which refers to the ratio of RM duration to TM duration of node $m$ or node $n$. The maximum $P_{match}^{m,n,j}$ occurring at $\eta = 1$ and $\eta' = 1$, which means in order to guarantee the maximum network throughput in this case, we need to allocate equal RM duration and TM duration for each node.

When the scenario extends to the multiple nodes case, we consider it is consisted of different combinations of the two nodes case and the three nodes case. The mode probability can be calculated as:

$$P_{XY,j} = \sum_{x=1}^{X} \sum_{y=1}^{Y} \frac{\eta^{k-1}}{(1 + \eta)^{2(k-1)}} e^{-\frac{(k-1)\eta}{(1 + \eta)^2}}, \quad k \geq 2, \quad (40)$$

where $X$ and $Y$ represent two groups of nodes performing different modes, $x$ and $y$ stand for the number of nodes in each group correspondingly, $k$ is the total number of nodes including node $j$, and $\eta$ refers to the ratio of TM duration to RM duration of each node. Based on numerical analysis, the highest mode matching probability always occurs at $\eta = 1$, which suggest to us to equally allocate time resource during one mode cycle.

5.2.2 Nanoscale Scenario

The main difference in the ad-hoc architecture from the centralized case is that each node can perform TM and RM simultaneously. That is, a node can transmit and receive at the same time with the help of pulse interleaving if it has sufficient energy. However, when there is not sufficient energy, the node needs to decide whether it should receive while waiting to harvest enough energy to transmit. Is it more efficient to send a CTS as soon as the node harvests $e^{\epsilon x}$ amount of energy or wait till $e^{\epsilon x} + e^{\epsilon z}$ energy is harvested? The node has the option of sending the CTS packet when its energy level is anywhere between $e^{\epsilon x}$ and $e^{\epsilon x} + e^{\epsilon z}$. The best decision can be derived by minimizing $T_{equl}$ with respect to $e^{\epsilon x}$. However, for this, we need to express the energy distribution in terms of $e^{\epsilon x}$ which is a complex process as developed in [64]. Hence, we derive the best decision numerically in this paper.

6 Simulation Results

In this section, we investigate the performance of the proposed protocol in both centralized and ad-hoc network architectures and compare it to that of adapted CSMA/CA with and without RTS/CTS (2-way and 0-way handshake). The numerical results obtained by solving the analytical models developed in Sec. 5 are validated by network simulations with ns-3. For this, we have implemented in ns-3 the frequency-selective THz-band channel, the two THz physical layers (carrier-based and pulse-based with interleaving), the high-speed turning antenna model, the energy harvesting unit and our proposed protocol, and we have also tailored CSMA/CA to work with the THz models. The resulting platform, which we refer to as TeraSim [72], is free to download and has been contributed to the ns-3 application store. For each point of our simulation results, we completed 50 simulations based on different seed numbers. For each simulation test, more than 200 DATA packets have been transmitted from each node.

6.1 Macroscale Scenario

In our analysis, nodes communicate at $f_c = 1.03$ THz over a 3 dB frequency window with $B = 74$ GHz at 10 m. The transmitted power $P_t$ is set to $-20$ dBm, and the minimum Signal-to-Noise Ratio (SNR$_{\text{min}}$) is 10 dB, while the background noise $N_r$ equals $-110$ dBm. The received power strength threshold $P_{\text{Rxmin}}$ is set as $-100$ dBm. In this case, the required antenna gain is 17.3 dB, and the beam width is $27.7^\circ$. Nodes utilize QPSK modulation, for which the unique number of symbols is $M=4$ and, thus, the bit rate is $R = 148$ Gbps. To maximize the theoretical throughput, given by (19), we set the DATA packet length to $L_{\text{DATA}} = 15,000$ bytes. As shown in Fig. 3, the achievable maximum throughput does not further increase for longer packets.

The turning DA sweeps its entire surrounding space sector by sector, with $T_{\text{sector}} = 879.26$ ns for 1-way protocol, $T_{\text{sector}} = 913.5$ ns for 2-way and $T_{\text{sector}} = 845.0$ ns for 0-way, with $N_{\text{sector}}=13$. In this case, $T_{\text{circle}} = 11430.4$ ns for 1-way, and 11875.5 ns and 10985.1 ns for 2-way and 0-way, respectively. In order to guarantee the transceivers can meet each other, $T_{\text{RM}}$ needs to be smaller than $T_{\text{circle}}$.

Packet enqueue duration $T_Q \geq 27T_{\text{circle}} = 22.86$ $\mu$s for 1-way, 23.75 $\mu$s for 2-way and 21.97 $\mu$s for 0-way, and the antenna rotates at 87486.4 round/s, 842067.0 round/s and 91032.04 round/s respectively for the 1-way, 2-way and 0-way protocols.

6.1.1 Centralized Network Architecture

In Fig. 4b and Fig. 4d, the DATA packet discard probability of our proposed receiver-initiated or 1-way handshake
protocol is shown as a function of node density and DATA packet enqueue interval. It is apparent that a denser network or a faster DATA packet enqueue rate could lead to more aggressive network contention and, thus, higher DATA packet discard probability. As expected, with the proposed 1-way handshake protocol, the probability of discarding a packet is much lower than 0-way and 2-way protocols, even in a very competitive network. The main reason for this is that no retransmission attempt is “wasted” when the receiver is not facing the transmitter, i.e., unless the transmitter has recently received a CTS packet from the intended receiver. However, this is not the case for 0-way and 2-way handshake protocols.

The cost of a lower discard probability is reflected in the achievable throughput, which is illustrated in Fig. 4a and 4c, from which we observe that the throughput achieved by 0-way or 2-way protocols is much lower than that of the proposed 1-way protocol. This mainly is because the two traditional protocols have extremely high packet discard probabilities and, thus, experience longer retransmission delays. In Fig. 4a, the comparatively larger throughput value bar of the proposed 1-way protocol also illustrates that, from another point of view, it wouldn’t easily send out the DATA packets as the two traditional protocols do. The mechanism of waiting for the CTS packet guarantees a high successful transmission probability, but, on the other hand, extends the delay duration of some unfortunate transmissions that transmitters have to wait several sector times or even one round duration to meet the receiver.

6.1.2 Ad-hoc Network Architecture
As shown in Fig. 5, the ns-3 simulation results suggest that the maximum throughput is achieved when equally allocating RM duration and TM duration, which verifies our numerical analysis. In order to achieve the maximum throughput, we always equally allocate TM time and RM time resources for the following tests.

In Fig. 6b and Fig. 6d, we observe that with the proposed 1-way handshake protocol, the probability of discarding a packet is virtually zero and significantly much lower than 0-way and 2-way protocols. Mainly because the 1-way protocol can prevent “wasted” retransmission attempts as illustrated before. Meanwhile, more potential receivers occurring in the ad-hoc network architecture share the burden of channel contention and, thus, further reduce the packet collision probability.

As shown in Fig. 6a, the throughput of the 1-way protocol is a function of node density. With a sustainable enqueue rate, the throughput of our proposed 1-way protocol shows a steady performance with increase of node density. In Fig. 6c, the throughput is a function of the DATA packet enqueue interval. The faster the packets are enqueued, the easier they are accumulated in the buffer and, thus, experience longer queuing delay. From both figures, we observe that the throughput achieved by 0-way or 2-way
protocols are much lower than the throughput achieved by the proposed 1-way protocol.

6.2 Nanoscale Scenario

In this case, we utilize the following parameter values. A circular area with radius \( l = 0.01 \) m with varying nano-device densities is considered. Nano-devices communicate by utilizing TS-OOK with pulse energy \( E_{\text{pulse}}^{tx} = 1 \) attoJoule (aJ), pulse length \( T_p = 100 \) fs, and spreading factor \( T_s / T_p = 100 \). Nodes utilize omnidirectional antennas with no directivity gain. For the energy model, we define an energy packet to be the amount of energy required to receive a control packet of length 17 bytes and energy harvesting interval \( 1 / \lambda_{\text{harv}} = 8 \) µs per energy packet. The capacity of the battery is \( \epsilon_{\text{max}} = 1000 \) energy packets. We also consider that nano-devices generate packets of length 128 bytes and apply a coding weight \( W = 0.5 \).

6.2.1 Centralized Network Architecture

In the centralized network architecture, we consider that nano-controller harvest energy at a faster rate (3 µs per energy packet) to realize the fact that they have usually more resources than the sender nodes. As shown in Fig. 7b, the DATA packet discard probability for centralized network architecture is a function of the node density. Similarly as for the macroscale scenario, the number of dropped packets is significantly lower than that in the other protocols. Initially the discard probability is very low for all three protocols due to nano-controller serving fewer nodes. However, it increases sharply for the 2-way and 0-way protocols as the node density increases. It is relevant to note that in this case, the 0-way handshake protocol has a lower discard probability than the 2-way case. The reason for this is that the 2-way protocol counts the RTS failure towards the maximum number of retransmissions before dropping a packet. For the 0-way protocol, the retransmission happens due only to failed data packet transmission. As a result for every transmission wasted, the time duration before the next retransmission is very long for 0-way compared to that of the 2-way protocol. This can be seen in Fig. 7a, where the throughput is shown as a function of the node density. The

![Fig. 6: Ad-hoc network architecture: Throughput and discard probability](image)

![Fig. 7: Centralized network architecture: Throughput and discard probability as a function of the nodes density](image)
throughput in the nanoscale scenario is much lower than that of the macroscale scenario due to the extra delay caused by energy harvesting. Even though our protocol utilizes backoff time before transmission to avoid packet loss, the throughput for our proposed protocol is significantly higher than for the other two protocols (note the logarithmic scale). The reason is again related to the very long time needed for a node to have enough energy to transmit after a failed transmission. This emphasizes the need for transmitter-receiver synchronization, which is satisfied by the 1-way handshake.

6.2.2 Ad-hoc Network Architecture

For the ad-hoc network architecture, we first determine at what energy level the node should send a CTS to increase the throughput while waiting to harvest enough energy to transmit. Fig. 8 depicts throughput as a function of energy levels required to send a CTS packet.

Fig. 8: Throughput as a function of the number of energy packets harvested before sending a CTS.

As can be seen from the figure, the throughput increases if the node waits to harvest enough energy to transmit before sending a CTS. The reason for this behavior is that when the nodes in RM send CTS before harvesting enough energy to transmit, the nodes in TM may not have enough energy and, thus, the energy to send the CTS is wasted. This can introduce more delays for a packet and the throughput is decreased in turn.

In the ad-hoc network architecture, each node has the same capabilities and harvests energy at the same rate (8 μs per energy packet). Moreover, unlike the centralized case, every node needs to both transmit and receive packets simultaneously. As a result, the throughput for the ad-hoc case is lower than that of the centralized architecture as shown in Fig. 9a. However, the throughput for 1-way protocol is still higher than that of the 0-way and 2-way protocols for the reasons explained before. Unlike the centralized network architecture, the discard probability is high from the beginning, as there is an energy issue right from the beginning in the ad-hoc case. As can be seen in Fig. 9b, the 1-way protocol has a zero discard probability. The reason for this is that 1-way prevents transmissions when the receiver is not ready. The random backoff after receiving the CTS further ensures that nodes do not send more packets than the receiver can handle with its available energy. In addition, the discard probability for the 2-way protocol is again higher than that of 0-way case for the reasons mentioned earlier.

In this paper, we have presented a link-layer synchronization and MAC protocol for ultra-high-speed wireless communication networks in the THz band. The protocol relies on a receiver-initiated handshake as well as an aggregated packet or a sliding window flow control mechanism to guarantee synchronization between transmitter and receiver, maximizes the channel utilization and minimizes the packet discard probability. The performance of the proposed protocol is analytically investigated, compared to that of a modified CSMA/CA with and without RTS/CTS, and validated through extensive simulations with ns-3. The results show that the proposed protocol can maximize the successful packet delivery probability and enhance the achievable throughput in THz-band communication networks.

7 CONCLUSION

In this paper, we have presented a link-layer synchronization and MAC protocol for ultra-high-speed wireless communication networks in the THz band. The protocol relies on a receiver-initiated handshake as well as an aggregated packet or a sliding window flow control mechanism to guarantee synchronization between transmitter and receiver, maximizes the channel utilization and minimizes the packet discard probability. The performance of the proposed protocol is analytically investigated, compared to that of a modified CSMA/CA with and without RTS/CTS, and validated through extensive simulations with ns-3. The results show that the proposed protocol can maximize the successful packet delivery probability and enhance the achievable throughput in THz-band communication networks.
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