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1 Motivation and Problem
Imagine a dystopian world in which pianists did not
have access to pianos. They would dream up sheet
music, and have a computer simulate a recital. They
would then go to their premier conference PianoCom
to present a paper on their novel sheet music; and
perhaps even spend the evening arguing about whose
sheet music was more pleasing to the ears.

This is the same dystopian world that, as systems-
level wireless researchers, we find ourselves in today;
a world in which meaningful and real-world exper-
imental work is out of reach for many of us. The
reason is simple: existing wireless prototyping plat-
forms are either prohibitively expensive, or utilize
transceiver technologies that are about 10 years behind
the bleeding-edge; for many use-cases, such platforms
do not even exist at any price. This is driving up the
cost and time needed to perform basic millimeter-
wave (mmWave) wireless R&D, as well as its trans-
lation into emergent use-cases that include cellular,
self-driving vehicles, radar, satellites, industrial au-
tomation, augmented/virtual reality, entertainment,
and public-safety networks. These problems are most
severe in the mmWave and sub-terahertz (sub-THz)
bands, as explained below.

The severe spectrum crunch in the legacy (sub-6
GHz) radio bands has necessitated the use of the
mmWave and sub-THz frequencies to fulfill the grow-
ing wireless data demands, simply due to the enor-
mous amounts of underutilized spectrum in these
emergent bands [1; 2; 3]. However, leveraging
mmWave spectrum and getting real-world systems to
work remains a challenging open problem because the
radio frequency (RF) propagation behavior as well as
the characteristics of wireless devices that operate at
these frequencies tend to be different from today’s
wireless systems in the sub-6 GHz range [4]. The

free-space path losses in the mmWave bands are 1-
2 orders of magnitude larger due to shorter wave-
lengths. This can be mitigated through beamform-
ing gain which results in ray-like beams. The sharp
beams are required to overcome path loss, but lead
to problems such as blockages and sharp reflections.
The steerability and compact size of the beamform-
ers allow the combination of multi-input multi-output
(MIMO) techniques with beamforming gain to enable
operation in these scenarios [4]. Despite the weaker
signal strength, reflections are critical to maintaining
connections. The ability to rapidly steer multiple in-
dependent and sharp (i.e., high-gain) beams is critical
for network robustness in such mmWave systems.

These fundamental differences have forced an end-
to-end re-design of every layer of the wireless protocol
stack, thus opening up a rich set of exciting research
problems. Through over 50 customer-discovery inter-
views (using the I-Corps model), we have identified
a rich set of scientific problems that the community
desires to solve experimentally:

Physical layer (see [5]): What are the best wave-
forms to use, given the different device character-
istics in mmWave bands? What beamforming and
nulling approaches are needed? What modulation
and coding schemes should be used to trade per-
formance with computational complexity and power?
How should interference be managed and mitigated
in dense multi-user settings? What are the funda-
mental wireless propagation characteristics? How
should channel-estimation be performed? What are
the ramifications of compressed-sensing-based tech-
niques, given sparse mmWave and sub-THz chan-
nels? How should beam-width adaptation and user-
tracking work for mobile devices?

Media Access Control (MAC) layer (see [6]): In
highly directional and dynamic links, how should
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fundamental operations like initial access, beam-
tracking, and synchronization be performed? How
should the power-performance-robustness trade-offs
be managed? In multi-user cellular settings, how can
users be scheduled to provide quality of service (QoS)
guarantees while maintaining fairness? How many
beams are required, and how should these beams
be managed? Can we leverage machine-learning to
predict the evolution of the required beams in dy-
namic scenarios? How should transmission schedul-
ing be combined with beam-training operations?
Fundamentally, should MAC protocols be based on
contention-based or grant-based mechanisms? How
can anomaly detection techniques be used to detect
and recover from transient link blockages?

Network and Transport layer (see [7]): How should
end-to-end transport protocols be re-engineered to
account for highly variable local links? How
should network-layer protocols leverage multi-beam-
connectivity? What atomic operations should be sup-
ported by the lower-layers of the protocol stack in
order to enable efficient higher-layer operation?

Applications layer (see [8; 9]): Can we implement
joint communication and sensing (i.e., radar) to en-
able use-cases in vehicular or unmanned aerial ve-
hicles (UAV) networks? How should spectrum be
managed while sensing? How can anomaly detection,
matrix completion, and tensor completion techniques
be used to improve the quality? How should appli-
cations (such as high-definition video streaming and
gaming) adapt in the context of communication links
with high bandwidth but high variability?

Devices and Materials (see [10]): Researchers who
design RF integrated circuits (RFICs) currently lack
a vehicle for their state-of-art chips to be used in
a real-world testbed. They desire a modular plat-
form that offers them a way to integrate their chips
into a testbed that is used by the larger community.
Furthermore, researchers working on smart materials
(such as those used for passive lenses) also demand
such a modular platform for integration.

Multi-hop Mesh Networks (see [11]): Having
pencil-thin transmit and receive beams enables dense
spatial reuse of spectral resources. How should
resource allocation algorithms be designed? How
should channel assignment and routing protocols be
re-designed to leverage the spectrum? What are the
trade-offs between performance and overall network
robustness? How should interference mitigation be
performed, while providing self-healing capabilities?

Security (see [12]): Given highly directional

mmWave links, how can we guard against eavesdrop-
ping, jamming, and other kinds of attacks? How
can multi-connectivity be leveraged to accomplish the
goals of improved privacy and security? When pas-
sive lenses are placed on top of a planar antenna ar-
ray, how can the additional spatial filtering be lever-
aged to provide better security?

The aforementioned list is just a sampling of
the open problems that wireless engineers desire to
solve and demonstrate experimentally, but are held
back due to the lack of affordable and bleeding-edge
mmWave prototyping platforms. This pain-point is
felt not only in academia, but also in government re-
search laboratories and industry. In summary: wire-
less technologies are not developed and deployed with
the speed and quality that could have been achieved
if the community indeed had access to affordable and
bleeding-edge wireless prototyping platforms. We
need to enable more experimentation! [13]

2 The Solution
Hardware: We are working on a scalable and afford-
able software-defined radio (SDR) platform, featur-
ing a state-of-the-art fully-digital mmWave wireless
transceiver. The system will consist of three main
parts (see Fig. 1): a) an off-the-shelf Xilinx ZCU111
RFSoC-based evaluation board; b) a host computer
that runs Linux and GNU Radio; and c) the Pi-
Radio transceiver board featuring all the RF com-
ponents. The system will feature four channels oper-
ating in the unlicensed 57-64 GHz frequency band,
with 2 GHz bandwidth. On the transmitter side,
the PHY-layer digital baseband IQs can be gener-
ated at the host or on the FPGA. The RFSoC board
has eight high-speed DACs that convert these IQs
into the four analog baseband channels (each chan-
nel needs two DACs: one for I and one for Q), which
are then routed through to the transceiver board us-
ing the FMC connector on the ZCU111 FPGA board.
On the transceiver board, the analog streams corre-
sponding to the four channels are fed to a bank of four
Analog Devices HMC6300 mmWave up-converters
(output power of 15 dBm per channel). The re-
sulting RF signals are routed to the antennas, ar-
ranged in a 1 × 4 linear configuration. Multi-channel
phase coherent mmWave up-conversion is performed
through a circuit that consists of the Texas Instru-
ments LMX2595 RF synthesizer, followed by an am-
plification and splitter network. The receiver side is
symmetrical. We note that the same phase-coherent
LO is used for the TX and RX sides, so as to fa-
cilitate RF self-calibration. The HMC6301 mmWave
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Figure 1: The block diagram of the SDR system under development, consisting of two main boards: a) the Xilinx
ZCU111 evaluation board (dotted rectangle); and b) the Pi-Radio 60 GHz 4-channel transceiver board (solid rectan-
gle); these two boards are mated using FMC connectors. Also shown are renderings of the transceiver board. The
large circular keep-out areas and flange holes around the antennas are for the lens add-ons. The next board version
could feature larger channel counts, as well as 2D beam-steering. Antenna design by Aalto University, Finland. All
hardware design schematics and source code will be released using the free and open-source MIT license.

down-converter has a typical noise figure of 8 dB.
The other components on the transceiver board in-
clude circuitry for the power tree and the SPI in-
terface. We note that an early prototype of the 4-
channel fully-digital transceiver board was developed
at NYU (see Fig. 2). This system was based on a com-
pletely different baseband platform (Kintex), and the
transceiver board had a different architecture that in-
cluded DACs, ADCs, and clocking. The design of the
NYU transceiver board and the LO generation pro-
totype has been released publicly at [14].

We note two important points: a) the fully-digital
transceiver represents the bleeding-edge in mmWave
technology, previously unavailable to wireless re-
searchers; and b) the system will be plainly afford-
able, as a matter of design and fundamental ethos.

Software: The FPGA can be programmed
through Vivado and Simulink (System Generator).
We use GNU Radio for programming the system
on the host; this is the world’s most widely used
SDR programming platform, and is supported by a
large and active community of developers and users.
While the FPGA is best suited for highly parallel
and computationally intensive PHY-layer processing,
the upper-layer (MAC and above) processing is better
suited to be run on the ARM cores (on the RFSoC) or
on the host computer. The split between the FPGA,
ARM, and Host is completely configurable to allow
for maximum flexibility and scalability.

Lens Add-on: The 1× 4 antenna array provides
only limited gain. To increase the gain, passive di-
electric lenses will be placed on top of the antennas
(see Fig. 3). There are two approaches to such lenses:
a) a single lens placed over the array such that the

Figure 2: An early prototype of the NYU 60 GHz 4-
channel fully-digital SDR system. The antennas have
been designed at Aalto University, Finland. The SDR
designs have been released using the MIT license.

elements are in the focal plane of the lens; and b) a
lenslet array, wherein each antenna element has a lens
element placed directly above it. Such lenses [15] can
be made at ≤ $10 per unit, and can easily provide
up to 25 dBi gain with a lens that is just a few cen-
timeters in diameter. Flange holes on the transceiver
printed-circuit board (PCB) can be used by the user
to pop in and out their own lens systems.

GPU Acceleration: Graphics processing units
(GPUs) are useful for highly parallel and numerically
intensive processing tasks like coding/decoding. Be-
sides being very powerful, GPUs offer a flexible and
widely-used software stack to program them (for ex-
ample, CUDA by NVIDIA). CUDA gives direct ac-
cess to the GPU’s instruction set for the execution of
compute kernels. Community feedback indicates that
GPUs might be preferable to FPGAs for the higher-
layer processing stack due to the fact that C/C++
can be used instead of register-transfer level (RTL)
languages like Verilog/VHDL. This would also en-
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Figure 3: Left: Single lens placed with the antenna ele-
ments in the focal plane; Right: Lenslet system with each
antenna element having its own lens.

courage testbed use among the computer science (CS)
community, and allow for more rapid translation from
ideas to over-the-air implementations.

Migration to Upper mmWave Frequencies:
Research groups around the world tape out impres-
sive mmWave and sub-THz RFICs; such efforts in-
volve significant effort and cost. However, there lacks
a translation effort wherein these RFICs are inte-
grated into SDR systems, and then used by the larger
community. We plan to leverage these community-
developed RFIC designs, refine the designs, and use
these chips in our SDR platform. Critically, such ef-
forts will involve packaging the bare die and integrat-
ing antennas onto the package. Such an effort will
ensure that the community has access to bleeding-
edge RFICs, leap-frogging even what the industry
currently has access to. The FCC has opened up sev-
eral GHz of unlicensed bandwidth in the 120 GHz and
240 GHz bands; these are therefore the most likely
candidate frequencies for our effort.

Deployment Model (contingent on funding):
We envision a geographically distributed hub-and-
spoke model for deploying these SDR nodes in the
real world. We plan to leverage existing publicly ac-
cessible testbeds (such as the ORBIT testbed at Rut-
gers University) to deploy these SDR nodes, such that
users can log in remotely and run experiments. This
will ensure a maintained and updated testbed with
containerized software. However, users might want
to run experiments in their own labs, with custom
topologies and dynamic blockage and mobility sce-
narios. We therefore plan to make available several
of these SDR nodes to researchers for use in their own
labs, provided they agree to open-source the result-
ing work products. This will help with minimizing
the replication of engineering effort across groups, but
also help with a long-standing goal in the community:
being able to reproduce the results of others.

3 Conclusion

We firmly believe that wireless research, especially
in the mmWave (and beyond) frequencies, needs to
have a strong experimental component for it to be
meaningful and impactful. The community has been
desperately searching for such platforms, and it is our
hope to be able to provide such bleeding-edge and
affordable SDR systems to the community.
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