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Abstract—Nanotechnology is enabling the development of
miniature devices able to perform simple tasks at the nanoscale.
The interconnection of such nano-devices with traditional wire-
less networks and ultimately the Internet enables a new network-
ing paradigm known as the Internet of Nano-Things (IoNT).
Despite their promising applications, nano-devices have con-
strained power, energy, and computation capabilities along with
very limited memory on board, which may only be able to
hold one packet at once and, thus, requires packets to be
delivered before certain hard deadlines. Toward this goal, a fully-
distributed computation-light provably-correct scheduling/MAC
protocol is introduced for bufferless nano-devices, which can
maximize the network throughput, while achieving perpetual
operation. More specifically, the proposed scheduling algorithm
allows every nano-device to make optimal transmission decisions
locally based on its incoming traffic rate, virtual debts, and chan-
nel sensing results. It is proven that the proposed algorithm is
timely throughput optimal in the sense that it can guarantee
reliable data delivery before deadlines as long as the incoming
traffic rates are within the derived maximum network capacity
region. This feature not only can lead to high network through-
put for the IoNT, but also guarantees that the memory of each
device is empty before the next packet arrives, thus address-
ing the fundamental challenge imposed by the extremely limited
memory of nano-devices. In addition, the optimal deadline is
derived, which guarantees that all the nano-devices can achieve
perpetual communications by jointly considering the energy con-
sumption of communications over the terahertz channel and
energy harvesting based on piezoelectric nano-generators.
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I. INTRODUCTION

NANOTECHNOLOGY is providing a new set of tools to
the engineering community to create nanoscale compo-

nents with very specific functionalities, such as computing,
data storing, sensing and actuation. As shown in Fig. 1,
advanced nano-devices can be created by integrating several
of these nano-components in a single entity, which leads to
promising applications in diverse fields. For example, nanosen-
sors exploit the unique properties of novel nanomaterials
to detect physical, chemical and biological events at the
nanoscale [1]. The size of individual nanosensors is in the
order of a few cubic micrometers, which enables noninvasive
deployments but, at the same time, requires very large node
densities, in the order of a few nanosensors per cubic millime-
ter. The interconnection of such nano-devices with traditional
wireless communication networks and, ultimately, the Internet,
defines a new networking paradigm known as the Internet
of Nano-Things (IoNT) [2]. The IoNT enhances the exist-
ing applications of the Internet of Things (IoT) and brings in
many new applications, such as intrabody health monitoring
and drug delivery systems, agriculture plague and air pollu-
tion control [3], and surveillance systems against new types
of biological and chemical attacks.

The peculiarities of nano-things introduce many challenges
in the realization of the IoNT. On the one hand, the miniatur-
ization of classical antennas to meet the size requirements of
nano-devices would impose the use of very high operating fre-
quencies [hundreds of terahertz (THz)], which would limit the
feasibility of the IoNT. To overcome this limitation, graphene-
based nano-transceivers and nano-antennas have been recently
proposed [4]–[7]. These allow nano-devices to communicate
in the THz band (0.1-10 THz). The THz band suffers from a
very high propagation loss, while providing a very large band-
width, which can be used to develop simple but yet efficient
medium sharing schemes.

On the other hand, the very limited amount of memory
equipped on the nano-devices may only allow one packet to be
temporarily queued before being transmitted [2]. This means
that if the current packet is not delivered before the next packet
arrives, the current packet has to be dropped. Consequently,
the protocols designed for nanonetworks, i.e., networks of
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Fig. 1. System overview of nano-devices [2].

nano-devices, not only need to guarantee high throughput, but
also need to ensure that the packet is delivered before cer-
tain deadlines. Besides memory size, nano-batteries can only
hold very limited amount of energy and it is infeasible to
manually recharge or replace them. To counter such chal-
lenge, nanoscale energy harvesting systems [8]–[10] have been
developed. Power nano-generators convert vibrational, flu-
idic, electromagnetic or acoustic energy into electrical energy.
By using energy harvesting systems wireless nano-devices
can achieve perpetual operation if the energy consump-
tion process and the energy harvesting process are jointly
optimized.

Wireless scheduling, as one of the most critical networking
operations, aims to coordinate the communications of network
devices so that network resources can be efficiently allocated
among those devices for the desired network performance.
However, classical MAC protocols cannot directly be used in
the IoNT because they do not capture: 1) the small-capacity
memory of nano-devices, which may only hold one packet;
2) the limited processing capabilities of nano-devices, which
requires the development of ultralow-complexity protocols [1];
3) the peculiarities of the THz band [11], i.e., the very high
path-loss and the very large distant-dependent bandwidth; and
4) the temporal energy fluctuations of nano-devices due to the
behavior of power nano-generators [12]. Therefore, there is a
need to revisit the traditional MAC design and propose new
solutions tailored to this paradigm.

In this paper, we address the above mentioned challenges
by developing a fully-distributed computation-light provably-
correct scheduling/MAC protocol for bufferless nano-things,
which can maximize the network throughput, while achieving
perpetual operations. More specifically, we design a distributed
timely throughput optimal scheduling algorithm, which dis-
tributively determines the optimal transmission times for nano-
devices so that the largest set of traffic rates can be supported,
while ensuring timely data delivery within deadlines. Toward
this, we first derive the optimal deadline, which guarantees
that all the nano-devices can achieve perpetual communica-
tions by jointly considering the energy consumption of THz
communications and energy charging with piezoelectric nano-
generators. Then, we reveal the maximum network capacity
region that timely throughput optimal scheduling algorithms
can achieve. Next, we develop a fully distributed scheduling
algorithm by exploiting the principles of CSMA Markovian
chain and Lyapunov optimization in such a way that every
user can make optimal transmission decision locally based

on its incoming traffic rate, and virtual debt queue length.
Moreover, we also extend the proposed algorithm to incorpo-
rate the transmission priorities for difference sensors. Finally,
we prove that the proposed scheduling algorithms are timely
throughput optimal in the sense that it can guarantee the timely
data delivery before the deadline, e.g., the time when the next
packet arrives, as long as the incoming traffic rates are within
the maximum network capacity region.

The contributions of this paper are summarized as follows.
1) We rigorously formulate the timely throughput optimal

scheduling problem for IoNT, which addresses the fun-
damental challenges of achieving high throughput under
the inherent energy and memory limits of nano-sensors.

2) We derive the optimal transmission deadline for nano-
sensors, which reveals the inherent relationship between
the energy consumption process of THz bands and the
energy harvesting process from nano-generators.

3) We propose two fully-distributed scheduling algorithms
for bufferless nano-devices, which aim to maximize the
network throughput with transmission deadlines, while
achieving perpetual operations in the IoNT.

4) We rigorously reveal the maximum network capacity
region and prove the timely throughput optimality of
the proposed scheduling algorithms.

5) We carry on simulation studies to verify the optimality
of the proposed solutions.

The rest of this paper is organized as follows. In Section III,
we introduce the system model and formally define the
timely throughput optimal scheduling problem. We propose
our distributed scheduling algorithms, which are provable
timely throughput optimal in Section IV. In Section V, we
present the simulation results, and we conclude this paper
in Section VI.

II. RELATED WORK

There are not many MAC solutions for IoNT for the time
being. In [13], we proposed the PHLAME, the first MAC pro-
tocol for ad hoc nanonetworks. In this protocol, nano-devices
such as nanosensors are able to dynamically choose differ-
ent physical layer parameters based on the channel conditions
and the energy of the nano-devices. These parameters were
agreed between the transmitter nano-device and the receiver
nano-device by means of a handshaking process. However,
there are two limitations in the PHLAME. On the one hand,
as shown in this paper, the use of a handshake process can
limit the real potential of the THz band. On the other hand,
nano-devices might not have enough computational resources
to dynamically find the optimal communication parameters.

More recently, we have proposed an energy and spectrum-
aware MAC protocol for nanonetworks in the THz band [14].
Such MAC protocol aims to achieve fair, throughput and
lifetime optimal channel access by jointly optimizing the
energy harvesting and consumption processes, while taking
into account the unique features of THz channels and the
piezoelectric power nano-generator. Despite its promising fea-
ture, it has two fundamental limitations which impede its
practical application. First, its design does not take into
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account the limited memory of nano-devices by assuming
there is sufficiently large memory on board. Therefore, data
packets do not need to be delivered before hard deadlines.
Second, it is inherently a centralized algorithm, which has
limited scalability. In [15], a receiver-initiated MAC proto-
col for nanosensor networks was proposed, which implements
the TDMA algorithm in a distributed manner, thus leading
to scalable networking performance. However, this protocol
did not take into account the limited memory capacity of the
nano-devices and cannot maximize the network throughput.

In the past few years, there have been increased interests
in designing optimal wireless scheduling algorithms with hard
deadlines, which, however, generally focus on the centralized
implementation and thus is not suitable for distributed net-
works [16], [17]. What is more important, these algorithms
did not take into account the unique properties of THz chan-
nel and the energy harvesting features of nano-generators.
On the other hand, recent advance in distributed scheduling
algorithms mainly focuses on designing CSMA-type protocols
to achieve maximum network throughput in a fully distribu-
tive manner [18], [19]. However, it is inherently difficult for
distributed scheduling algorithms to promise high throughput
while maintaining low average delay [20]. Moreover, even if
low average delay can be achieved, it is still not sufficient to
allow data to be delivered within hard deadlines before being
dropped at the time the next packet arrives.

III. SYSTEM MODEL

A. Nano-Device Model

The capabilities of nano-devices introduce major constraints
in the design of protocols for the IoNT.

1) Very Limited Computational Capabilities: Onboard
nano-processors are being enabled by the development
of smaller transistors [21]. The smallest transistor that
has been experimentally tested to date is based on a
thin graphene strip, which is made of just 10×1 carbon
atoms [22]. These transistors are not only smaller, but
also able to operate at much higher frequencies (up to
a few THz). However, the complexity of the operations
that a nano-processor will be able to handle depends on
the number of transistors in the chip, thus, on its total
size. We capture this peculiarity by designing a low-
complexity and fully distributed MAC protocol, which
is explained in detail in Section IV-B and IV-C.

2) Very Limited Memory Space: Nanomaterials and new
manufacturing processes are enabling the development
of much denser memories, in which the storage of one
bit of information might eventually require just a few
atoms [23], [24]. For example, in a magnetic mem-
ory [25], atoms are placed over a surface by means of
magnetic forces. Ultimately, however, the total amount
of information storable in a nano-memory will ulti-
mately depend on its dimensions. By taking into account
that the total size of a nano-device is in the order of a
few cubic micrometers at most, it is unlikely for a nano-
thing to be able to store more than one data packet at
a time.

3) Continuous Energy Harvesting for Normal Operation:
Despite major developments in the field of nano-
batteries [26], the amount of energy that can be stored
in the nano-device battery is extremely low. As a result,
nano-devices can only complete a very few tasks with
a single battery charge. Due to the impossibility to
manually recharge or replace the batteries of the nano-
devices, novel energy harvesting nano-systems have
been developed [8]–[10]. In contrast to the classical
battery-powered devices, the energy of the self-powered
devices does not just decrease until the battery is empty,
but it has both positive and negative fluctuations. As a
result, the lifetime of energy harvesting networks can
tend to infinity provided that the energy harvesting and
the energy consumption processes are jointly designed.
We capture this peculiarity in our protocol by designing
the energy-aware deadline for nano-things, which jointly
considers the energy consumption process due to com-
munication in the THz band and the energy harvesting
process by means of a piezoelectric nano-generator, as
we explain in Section IV-A.

By addressing above three challenges, this paper will
develop a fully-distributed computation-light provably-correct
scheduling/MAC protocol for bufferless nano-devices, which
can maximize the network throughput, while achieving per-
petual operations in the IoNT.

B. Network Model

Consider a fully-connected network with N nano-devices
sharing a single wireless channel. The memory of each nano-
device is limited and can only temporally store one packet.
Time is slotted with size of T . Due to the energy constraints
of nano-sensors, T should be large enough to allow nano-
sensor to recharge itself and have sufficient energy to transmit
one packet. The optimal value of T is determined by the THz
channel capacity and the recharging rate of nano-generator,
which is derived in Section IV-A. At the beginning of each
slot, each nano-device i generates one packet with probabil-
ity λi. We denote such packet arrival process by Ni(t). The
packets from all users need to be delivered within a delay
bound of T . In other words, packets that are generated at the
beginning of a slot interval are only useful if they are deliv-
ered no later than the end of the interval. If a packet is not
delivered with the time interval, the packet is dropped. By this
way, it is guaranteed that the delay of every delivered packet
is at most T . This also ensures that the memory is empty
before next packet arrives. Since wireless channel is inher-
ently lossy, each user i has a packet error rate 1 − mi, which
means with probability mi, a packet is delivered without errors.
mi can be different from user to user because of the channel
diversity.

Based on the above network model, we formally define the
time-throughput optimal scheduling problem as follows.

Definition 1 (Timely Delivery Ratio): To enforce the QoS,
each user can demand a timely delivery ratio ai, which means
that at least a percentage ai of packets from user i have to be
delivered without errors before the deadline.
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Definition 2 (Viable Schedule): A scheduling algorithm is
viable if it can yield a transmission order for the network users
in such a way that all network users can meet their, respective,
timely delivery ratio.

Definition 3 (Maximum Achievable Capacity Region): The
maximum network capacity region is the closure of the set
of all arrival rate vectors under which there exists an viable
scheduling algorithm.

Definition 4 (Timely Throughput Optimal Scheduling):
A scheduling policy is timely throughput optimal if it is viable
for any arrival rates within the maximum network capacity
region.

To develop the time-throughput optimal scheduling algo-
rithms, we construct the following queueing system with
virtual debt queues. Assign an virtual debt queue (i.e., a
counter) Di to each nano-device i. Let Di(t) denote the length
of the queue Di by the end of time interval t. Let Ai(t) = ai

denote the debt arrival process of queue Di, where ai is the
actually required timely delivery ratio of sensor i defined in
Definition 1. Specifically, Ai(t) = ai means that at the begin-
ning of each slot i, a new debt of size ai arrives at queue Di.
Define Hi(t) as the scheduling decision of sensor i during the
time slot t, where Hi(t) characterizes the transmission time of
sensor i during time slot t and Hi(t) ≤ 1. Let Mi(t) ∈ {0, 1}
denote the successful packet deliver rate over lossy wire-
less channel. Let mi denote the packet loss rate of sensor i,
we have

P(Mi(t) = 1) = 1 − mi. (1)

Then, the queueing system with virtual debt queues can be
represented by

Di(t + 1) = Di(t) − Hi(t)Ri(t) + Ai(t) (2)

where Ri(t) = Ni(t)Mi(t) denote how much debts can be paid
off after time slot t. Ri(t) indicates one debt can be removed if
the sensor has one packet in its memory [i.e., Ni(t) = 1] and
this packet is successfully delivered without errors Mi(t) = 1.

By defining Si(t) as the total amount of debts which
are released from queue i at time interval k under a cer-
tain scheduling policy, the queueing dynamics in (2) can be
rewritten by

Di(t + 1) = Di(t) − Si(t) + Ai(t) (3)

where Si(t) = Ri(t)Hi(t).
Let Di denote the steady-state queue length of Di(k). Based

on the queueing dynamics of (3), we have the following
lemma.

Lemma 1: A scheduling algorithm is viable if and only if
it can strongly stabilize the virtual debt queueing system so
that E[Di] ≤ ∞,∀1 ≤ i ≤ N.

Proof: Recall that Ni(t) is the number of packet that user
i generates at the beginning of time interval T , and need to be
delivered before the deadline T , and 1 − mi is the packet error
rate of user i. It follows by (3) that Si(t) = Hi(t)Ni(t)Mi(t) is
actually the number of packets transmitted by user i before the
deadline T without errors. Therefore, on one hand, it follows
by Definition 2 that if a scheduling algorithm is viable, it has

to guarantee that E[Si(t)] ≥ E[Ai(t)] = ai,∀1 ≤ i ≤ N, which
means the virtual debt queueing system is strongly stable, i.e.,
E[Di] < ∞,∀1 ≤ i ≤ N. On the other hand, if the virtual debt
queueing system is strongly stable, this necessarily implies that
E[Si(t)] = E[Ai(t)] = ai,∀1 ≤ i ≤ N.

IV. DISTRIBUTED MAXIMUM DEBT SCHEDULING

In this section, we first derive the optimal time slot T
in such a way that all the nano-devices in the network can
achieve perpetual operations by balancing the energy con-
sumption for transmissions and energy harvesting through
nano generators. Then, we propose the distributed maximum
debt scheduling (DMDS) algorithm, develop its achievable
network capacity region, and prove that DMDS is timely
throughput optimal.

A. Energy-Aware Deadline Design

The energy limitations of nano-devices impose strict con-
straints in the achievable throughput. In particular, to guarantee
that nano-nodes can harvest enough energy before attempting
to transmit a packet, a minimum slot time needs to be defined.
In this section, we compute the minimal slot time needed to
guarantee that a nano-node can harvest the energy needed to
transmit one packet in the next time slot.

For this, our starting point is the energy model introduced
in [12], which can accurately reproduce experimental measure-
ments. We are interested in the energy harvesting rate, i.e., the
speed at which the battery is replenished, λharv. The energy in
the battery Ebatt can be written as

Ebatt = 1

2
V2

g Ccap

(
1 − exp

(
− �Q

VgCcap
ncycle

))
(4)

where Vg is the generator voltage, Ccap refers to the ultranano-
capacitor capacitance, and �Q is the electric charge harvested
per cycle. From this, the energy harvesting rate is obtained as

λharv = ∂Ebatt

∂ncycle
λcycle

= 1

2
CcapV2

g

(
2

�Q

VgCcap
exp

(
− �Q

VgCcap
ncycle

)

− 2
�Q

VgCcap
exp

(
−2

�Q

VgCcap
ncycle

))
λcycle

(5)

where λcycle is the vibration frequency or compression-release
rate of the ZnO nanowires, and the rest of parameters have
already been defined.

From [14], the average energy per bit consumption Ebit as
a function of the transmission distance d can be obtained as

Ebit(d) = SNR
∫

B3dB(d)
A(d, f )SN0(d, f )df

B3dB(d)log2(1 + SNR)
(6)

where SNR stands for the signal-to-noise ratio required for
achieving the target packet loss rate m given in (1) [27], A is
the path-loss of the THz-band channel, SN0 is the noise power
spectral density, f stands for frequency, and B3dB refers for the
3-dB bandwidth at a distance d of the transmitter. A, SN0, and
B3dB are computed as in [14], and their derivation is skipped
for brevity.
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Fig. 2. Minimum slot time (7) as a function of the transmission distance.

For a target maximum transmission distance dmax m and
SNR, the maximum energy per bit consumption is fixed.
Considering that l-bit-long packets are transmitted, the lower
bound on the slot time can be then obtained as

T = lEbit(dmax)

λharv
(7)

where all the parameters have already been defined. In Fig. 2,
the minimum slot time is shown as a function of the transmit-
ted distance, when transmitting packets with l = 1024 bits,
SNR = 10 dB, and Ccap = 9 nF, Vg = 0.42 V, λcycle =
50 cycles/s, and �Q = 6 pC.

B. Distributed Maximum Debt Scheduling Algorithm

Definition 5 (DMDS Algorithm):
Step 1: At the beginning of each time slot t, each sensor

i determines the length of its channel sensing period τi by
independently generating an exponentially distributed random
variable with the mean exp(−wi(t)), that is

P(τi > x) = exp
(
− exp(wi(t)x

)
(8)

and

wi(t) = min
(
Di(t)Ri(t), w∗) (9)

where w∗ is the predefined maximum value of wi(t).
Step 2: During this sensing period τi, if no transmissions

from other users are detected, the sensor i transmits its packets
until the end of the time slot.

It can be shown by CSMA Markovian chain [28] that the
average service rate provided to the sensor i during time slot
t is given by

E[Hi(t)] = exp(wi)

Z

(
1 − 1

Z

)
(10)

where Z = ∑N
i=1 exp(wi), exp(wi)/Z is the probability that

sensor i grabs the channel during t, and 1−(1/Z) is the average
transmission time sensor i can have during the time slot t.

Remark 1: By steps 1 and 2, it is easy to see that DMDS
algorithm is fully distributive with very low complexity, where
each sensor can make transmission decision only based on its
local information, including its debt value, the channel sensing
result, and channel reliability condition.

Next, we first derive the network capacity region of DMDS
so that as long as the incoming traffic vector is within such
region, the network is stable.

Theorem 1: If a scheduling policy is viable, then we have

∑
i∈V

ai

mi
≤
(

1 −
∏
i∈V

(1 − λi)

)( |V| exp(w∗) − 1

|V| exp(w∗)

)
(11)

∀V ⊂ {1, . . . , N}.
Remark 2: It can be shown that as the w∗ becomes large

enough, the stability region of DMDS approaches the largest
possible one, i.e.,

∑
i∈V(ai/mi) ≤ (1 − ∏

i∈V(1 − λi)),
as w∗ → ∞. By above theorem and the similar techniques
of proving Theorem 2, it is easy to show that the DMDS is
timely throughput optimal if the incoming traffic arrivals from
all sensors are within the network capacity region. Moreover,
the DMDS is very suitable for fast fading environment because
of its negligible hitting time of the underlying CSMA Markov
chain [28]. It is worth to note that to derive the capacity region,
we assume the time slot T should be large enough to allow
the nanosensor to recharge itself and have sufficient energy to
send one packet. In other words, T follows (7).

Proof: See the Appendix for detailed proof.

C. Distributed Maximum Debt-α Scheduling

In this section, we develop a generalized version of DMDS
algorithm, namely, the distributed maximum debt-α schedul-
ing (DMDS-α) algorithm and prove that DMDS-α is also
timely throughput optimal. Compared with DMDS algorithm,
DMDS-α allows us to assign different priority to different
sensors by using different α parameters.

Definition 6 (DMDS-α Algorithm):
Step 1: At the beginning of each time slot t, each sensor

i determines the length of its channel sensing period τi by
independently generating an exponentially distributed random
variable with the mean exp(−wi(t)), that is

P(τi > x) = exp
(

− exp(wi(t)x
)

(12)

and

wi(t) = min(Di(t)
αiRi(t), w∗) (13)

where the sensors with higher priority will be assigned with
larger value of α.

Step 2: During this sensing period τi, if no transmissions
are detected, the sensor i transmits its packets until the end of
the time slot.

Remark 3: Based on the step 1 of DMDS-α, it is easy to see
that the sensors assigned with larger α have higher probability
to use small sensing period. This by step 2 increases the chance
of the sensor to win the competitions with other nodes, thus
leading to higher priority to transmit.

Theorem 2: Under DMDS-α algorithm, the network is
strongly stable if

∑
i≤N

ai

mi
<

(
1 − N

exp(w∗)

)(
1 − 1

exp(w∗)

)

⎛
⎝1 −

∏
i≤N

(1 − λi)

⎞
⎠. (14)

Remark 4: Combining with Lemma 1, the above theorem
indicates DMDS-α algorithm is timely throughput optimal
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as w∗ approaches infinity. In other words, the stability
region of DMDS-α approaches the largest possible one, i.e.,∑

i∈V(ai/mi) ≤ (1 −∏
i∈V(1 − λi)), as w∗ → ∞. Moreover,

if we assign α = 1, DMDS-α algorithm becomes DMDS
algorithm. Thus, DMDS algorithm is also timely throughput
optimal.

Proof: Let D(t) = (D1(t), . . . , DN(t)) denote a vector pro-
cess of queue lengths of N sensors. We define the Lyapunov
function

L(D(t)) =
N∑

i=1

L(Di(t)) (15)

where

L(Di(t)) = m−1
i Di(t)αi+1

αi + 1
. (16)

We next evaluate each term L(Di(t)) under two cases: 1) 1 ≤
αi < ∞ and 2) 0 < αi < 1. For the first case, using queueing
dynamics and Taylor’s expansions, we have

L(Di(t + 1))

= m−1
i

αi + 1
(Di(t) + Ai(t) − Si(t))

αi+1

= m−1
i

(
Di(t)αi+1

αi + 1
+ �i(t)Di(t)

αi + αi
�i(t)2

2
δαi−1

)

(17)

where �i(t) = Ai(t)− Hi(t) and δ = [Di(t)− 1, Di(t)+ Ai(t)].
Therefore, by the fact that �i(t)2 ≤ Ai(t)2 + 1 and (Di(t) +
Ai(t))αi−1 < 2αi−1(Di(t)αi−1 + Ai(t)αi−1), for any positive
constant θ , we have

E[Li(Di(t + 1)) − Li(D(t))|D(t)]

= m−1
i

(
Di(t)

αiE[�i(t)|D(t)] + αi

2
E[�i(t)

2δαi−1|D(t)]
)

≤ m−1
i (E[(Ai(t) − Si(t) + θ)Di(t)

αi |D(t)] + Wi(θ)) (18)

where

Wi(θ) =
(
θ−12αi−2αiE

[
Ai(t)

2 + 1
])αi−1

+ 2αi−2αiE
[
Ai(t)

αi+1 + Ai(t)
αi−1

]
. (19)

The last inequality in (18) holds because 1 < αi < ∞, which
implies that E[Ai(t)2], E[Ai(t)αi+1], and E[Ai(t)αi−1] are finite.

For the second case 0 < αi < 1, by the similar arguments,
we obtain

E[Li(Di(t + 1)) − Li(Q(t))|D(t)]

≤ m−1
i (E[(Ai(t) − Si(t) + θ)Di(t)

αi |D(t)] + Wi(θ)) (20)

where

Wi(θ) = θ + 1 + E
[
Ai(t)

αi+1
]
. (21)

By (15), (18), and (20), the conditional Lyapunov drift is upper
bounded by

E[L(D(t + 1)) − L(D(t))|D(t)]

≤
N∑

i=1

ai

mi
Di(t)

αi +
N∑

i=1

(
θDi(t)αi + Wi(θ)

mi

)

− E

[
N∑

i=1

m−1
i Si(t)Di(t)

αi |D(t)

]

= TI + TII + TIII . (22)

We now evaluate the term TI and TIII . Toward this, we first
define the following notations. At each time slot t, we arrange
the queues in a decreasing order of the weight wi(t) =
Di(t)αiRi(t), i.e., w1(t), w2(t), . . . , wN(t) with wi(t) ≥ wi+1(t),
where ties are broken randomly.

We can rewrite TI as follows:

TI =
N−1∑
i=1

(Di(t)
αi − Di+1(t)

αi+1)

i∑
n=1

an

mn

+ DN(t)αN

N∑
n=1

an

mn
. (23)

By (10), we now evaluate TIII as follows:

TIII =
N−1∑
i=1

(Di(t)
αi − Di+1(t)

αi+1)

i∑
n=1

E[Sn(t)]

mn

+ DN(t)αN

N∑
n=1

E[Sn(t)]

mn
.

(24)

Let X(t) denote the set containing all the sensors which have
packets to send at time t. Then, it follows by (10) that:

i∑
n=1

E[Sn(t)]

mn

=
∑
n≤i

⎛
⎝∑

j≤n

E[Hj(t)]

⎞
⎠P(|X(t)| = n)

=
i∑

n=1

⎛
⎝∑

j≤n

exp(wj(t))

Z

⎞
⎠P(|X(t)| = n)

(
1 − 1

Z

)

≥
(

exp(w1(t))

Z

)( i∑
n=1

P(|X(t)| = n)

)(
1 − 1

exp(w1(t))

)

≥
(

exp(w1(t))

Z

)⎛
⎝1 −

∏
j≤i

(1 − λj)

⎞
⎠
(

1 − 1

exp(w1(t))

)

≥
⎛
⎝1 −

∑
1<j≤i

exp(w1(t))

Z

⎞
⎠
⎛
⎝1 −

∏
j≤i

(1 − λi)

⎞
⎠

(
1 − 1

exp(w1(t))

)

≥
⎛
⎝1 −

∑
1<j≤i

exp((1 − η)w1(t))

exp(w1(t))

⎞
⎠
⎛
⎝1 −

∏
j≤i

(1 − λi)

⎞
⎠

(
1 − 1

exp(w1(t))

)

≥
(

1 − N

exp(ηw1(t))

)⎛
⎝1 −

∏
j≤i

(1 − λi)

⎞
⎠
(

1 − 1

exp(w1(t))

)
.

(25)
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This, combining with (24), leads to

TIII =
N−1∑
i=1

(Di(t)
αi − Di+1(t)

αi+1)μi(w1(t))

+ DN(t)αN μN(w1(t)) (26)

where

μi(w1(t)) =
(

1 − N

exp(ηw1(t))

)⎛⎝1 −
∏
j≤i

(1 − λi)

⎞
⎠

(
1 − 1

exp(w1(t))

)

and η < 1 is a constant such that w2 = (1 − η)w1.
Combining (22), (23), and (26) then, we obtain

E[L(D(t + 1)) − L(D(t))|D(t)]

≤
N−1∑
i=1

((
Di(t)

αi − Di+1(t)
αi+1

)( i∑
n=1

ai

mi
− μi(w1(t))

))

+
N∑

i=1

θ

mi
Di(t)

αi +
N∑

i=1

Wi(θ)

mi

+ DN(t)αi

(
N∑

i=1

ai

mi
− μi(w1(t))

)
.

By defining

d = max
D⊂{1,...,N}

{∑
i∈D

ai

mi
− μi(w

∗(t))
}

which is a negative constant, we can rewrite (27) as

E[L(D(t + 1)) − L(D(t))|D(t)]

≤
(

d + θ

rmin

) N∑
i=1

Di(t)
αi +

N∑
i=1

Wi(θ)

mi

where rmin = mini≤N mi Letting θ = −(d/2)rmin, the
Lyapunov drift can be bounded by

E[L(D(t + 1)) − L(D(t))|D(t)]

≤ d

2

N∑
i=1

Di(t)
αi
(
I
(
w1(t) > w∗)+ I

(
w1(t) ≤ w∗))

+
N∑

i=1

Wi

(
−d

2
rmin

)
.

By Foster’s criterion for ergodic Markov chain, the queueing
length process converges in distribution. Using iterated mean
and telescoping sums, we have

N∑
i=1

E
[
Di(t)

αi
] ≤

(
−2

d

) N∑
i=1

Wi

(
−d

2
rmin

)

where Wi() is defined in (19) and (21), respectively. This
completes the proof.

Fig. 3. Timely delivery ratio of DMDS algorithm. Network size is eight
nodes.

V. SIMULATION RESULTS

In this section, we use simulations to illustrate our theoret-
ical results. More specifically, we first demonstrate the timely
throughput optimality of the proposed DMDS algorithm. More
specifically, we consider the sensor nodes have the packet loss
rate smaller than 0.1, which indicates that mi = 0.9. The tar-
get timely delivery ratio, i.e., the average number of packet
transmitted with the deadline without errors, is ai = 0.1. The
packet arrival rate or sensing rate of the sensors is λi = 0.8.
Under above network settings, according to Theorem 1, the
maximum number N of sensors any scheduling algorithm can
support should be less than 9. This means any timely through-
put optimal scheduling algorithm should at least support eight
sensors, while ensuring that each sensor can achieve the target
timely delivery ratio ai = 0.1. As shown in Fig. 3, by apply-
ing DMDS, all sensor nodes have the timely delivery ratio
larger than 0.1. This verifies that DMDS is timely throughput
optimal. Moreover, Fig. 4 shows the evolution of the time-
delivery ratio of node 1 as time proceeds. This indicates that
DMDS is a fast convergent algorithm in the sense that under
DMDS, the sensor quickly achieves the targeted timely deliv-
ery ratio. In addition, as proven in Theorems 1 and 2, the
timely throughput optimality implies the boundedness of the
debt queue. Therefore, as shown in Fig. 5, the debt queue of
node 1 fluctuates within finite lower and upper bounds. Next,
we increase the number of nodes to 10. In this case, as indi-
cated by Theorem 1, no scheduling algorithm can lead to the
target timely delivery ratio. It is shown in Figs. 6 and 7 that
as the number of nodes increases to 10, the timely delivery
ratio of every sensor is less than the targeted value 0.1. In
this case, according to Lemma 1, the debt queue will grow
unboundedly, which is verified in Fig. 8.

Next, we will investigate the performance of DMDS-α algo-
rithm. More specifically, we will show that DMDS-α allows us
to assign different priority to different sensors by using differ-
ent α parameters. Toward this, we assume that all the sensors
have the packet loss rate smaller than 0.1, which indicates
that mi = 0.9. The target timely delivery ratio, i.e., the average
number of packet transmitted with the deadline without errors,
is ai = 0.25. The packet arrival rate or sensing rate of the
sensors is λi = 0.8. According to Theorem 1, the maximum
number N = 3 of sensors can be supported by any scheduling
algorithm. First, we let all the sensors have the same αi = 1.
In this case, DMDS-α algorithm becomes DMDS algorithm.
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Fig. 4. Convergence speed of DMDS algorithm on node 1. Network size is
eight nodes.

Fig. 5. Debt queue dynamics of node 1 under DMDS algorithm. Network
size is eight nodes.

Fig. 6. Timely delivery ratio of DMDS algorithm with ten nodes.

Fig. 7. Convergence speed of DMDS algorithm on node 1. Network size is
ten nodes.

As shown in Fig. 9, all the sensors achieve the similar timely
delivery ratio, which is larger than the target one 0.25. This
is because DMDS treats every sensor equally. Then, we set
the different α values for the three sensors. More specifically,
we let α1 = 1 for node 1, α2 = 2 for node 2, and α3 =
for node 3. It can be seen in Fig. 10 that the sensors achieve

Fig. 8. Debt queue dynamics of node 1 under DMDS algorithm. Network
size is ten nodes.

Fig. 9. Timely delivery ratio of DMDS algorithm.

Fig. 10. Timely delivery ratio of DMDS-α scheduling algorithm.

the different timely delivery ratios, all of which are larger than
the target one. More specifically, The sensor 3 with the largest
α achieve the highest timely delivery ratio, while the node 1
assigned with the smallest α obtains the lowest time-delivery
ratio. The above observations implies that DMDS-α algorithm
is not only timely throughput optimal, but also can lead to
differentiated treatment by setting up different priority levels
through α values.

VI. CONCLUSION

In this paper, we propose the timely throughput optimal
algorithm, which distributively determines the optimal trans-
mission times for nano-devices so that the largest set of
traffic rates of nano-devices can be supported, while ensuring
timely data delivery within hard deadlines. More specifically,
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the maximum network capacity region that timely through-
put optimal scheduling algorithms can achieve is first derived,
which characterizes the closure of the set of all arrival rate
vectors under which there exists an viable scheduling algo-
rithm to guarantee that all network sensors can meet the delay
deadlines. Then, a distributed scheduling algorithm, namely
DMDS, is proposed, which allows every sensor to make opti-
mal transmission decision locally based on its incoming traffic
rate, virtual debts, and channel sensing results. It is proven that
DMDS algorithm is timely throughput optimal in the sense
that it can guarantee reliable data delivery before deadlines
as long as the incoming traffic rates are within the derived
maximum network capacity region. Moreover, we further gen-
eralize DMDS algorithm by proposing DMDS-α algorithm.
This algorithm is not only timely throughput optimal but also
allows to set up different priories for different sensor nodes.
Finally, the performance of the proposed algorithms is verified
through simulations.

APPENDIX

Proof of Theorem 1: First, we define the Lyapunov
function as L(t) := ∑

i∈V Di(t)m
−1
i . We will show that if

L(t) ≥ |V|w∗, we have a negative Lyapunov drift, that is

E[L(t + 1) − L(t)|D(t)] ≤ −ε (27)

where D(t) = (D1(t), . . . , D|V|(t)) is a vector process of queue
lengths of |V| sensors.

Based on the queue dynamics (3), we obtain

L(t + 1) = L(t) −
∑
i∈V

Si(t)

mi
+
∑
i∈V

Ai(t)

mi

which leads to

E[L(t + 1)|Q] = E[L(t)|Q] +
∑
i∈V

ai

mi
−
∑
i∈V

E[Ci(t)] (28)

where Ct = Hi(t)Ni(t). Define X(t) as the number of sen-
sors in set V, which have packets to send at the beginning
of time interval t, i.e., X(t) = |{i|Ni(t) �= 0, i ∈ V}|. Since
P(Ni(t) = 1) = λi, this implies that X(t) follows Poisson
binomial distribution. Then, we have

∑
i∈V

E[Ci(t)] = E

[
E

[∑
i∈V

Ci(t)|X(t), Di(t − 1), i ∈ V

]]
. (29)

The event e = {X(k), Di(k − 1), i ∈ D} can be partitioned into
three disjoint sets

e1 = {X(t) = 0}
e2 = {X(t) = 0}c ∧ {Di(t − 1) = 0, i ∈ D}
e3 = {X(t) = 0}c ∧ {Di(t − 1) = 0, i ∈ D}c. (30)

It is easy to verify that

E

[∑
i∈V

Ci(t)|ei

]
= 0, i = 1, 2. (31)

As for event e3, we have

E

[∑
i∈V

Ci(t)1e3

]
=
∑
i∈V

E[Ci(t)|uj]P(uj)

≤
(∑

i∈V

E[Hi(t)]

)
P
({X(t) �= 0}

∧ {Di(t − 1) = 0, i ∈ V}c)

≤
(∑

i∈V

E[Hi(t)]

)(
1 −

∏
i∈V

(1 − λi)

)
.

It follows by (10) that

E[Hi(t)] = exp(wi)

Z

(
1 − 1

Z

)
.

Assume that Qi(t) ≥ (w∗/Ri(t)),∀i ∈ V, which by (9) indi-
cates L(t) ≥ |V|w∗ and wi(t) = w∗. As a consequence, we
have ∑

i∈V

E[Hi(t)] = |V| exp(w∗) − 1

|V| exp(w∗)

which, along with (3) and (28), indicates (27) holds, i.e., the
Lyapunov function has a negative drift when the queue lengths
are large enough. By the Foster’s criterion, the network is
steady-state stable and the queue length process converges in
distribution.
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