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AbstrAct

Recent evolutions in semiconductors have 
brought the terahertz band into the spotlight 
as an enabler for terabit-per-second communi-
cations in 6G networks. Most of the research so 
far, however, has focused on understanding the 
physics of terahertz devices, circuitry, and prop-
agation, and on studying physical layer solutions. 
However, integrating this technology in complex 
mobile networks requires proper design of the 
full communication stack, to address link- and 
system-level challenges related to network setup, 
management, coordination, energy efficiency, and 
end-to-end connectivity. This article provides an 
overview of the issues that need to be overcome 
to introduce the terahertz spectrum in mobile 
networks, from a MAC, network, and transport 
layer perspective, with consideration on the per-
formance of end-to-end data flows on terahertz 
connections.

IntroductIon
Wireless communications will fundamentally 
shape the innovations of the digital society toward 
2030. The unprecedented growth of mobile traffic 
has called for the integration of new portions of 
the spectrum in fifth generation (5G) mobile net-
works, that is, in the millimeter wave (mmWave) 
band. The Third Generation Partnership Project 
(3GPP) is already considering an extension to 
71 GHz for 3GPP NR, as higher carrier frequen-
cies come with larger bandwidth. For this reason, 
the terahertz bands are considered as a possible 
enabler of ultra-high data rates in sixth genera-
tion (6G) networks [1, 2]. Indeed, the spectrum 
from 100 GHz to 10 THz features wide chunks 
of untapped bandwidth for communications 
and sensing. Notably, the IEEE has developed a 
physical layer that spans 50 GHz of bandwidth, 
between 275 and 325 GHz.

Terahertz frequencies, however, bring to the 
extreme the communications and networking 
challenges of the lower mmWave band. In par-
ticular, the harsh propagation environment fea-
tures high path loss, inversely proportional to the 
square of the wavelength, and thus to the size 
of a single antenna element, and, in addition, 
high molecular absorption in certain frequency 
bands. Moreover, terahertz signals do not pene-
trate common materials, and are thus subject to 
blockage. Finally, the manufacturing of terahertz 
devices has been a challenge for years, and only 

very recent advances in electronics and photonics 
have enabled portable terahertz equipment [3].

Nonetheless, the promise of multi-gigabit-per-
second capacity has sparked research efforts to 
overcome these challenges with novel, efficient, 
and high-performance physical layer techniques. 
Several studies have focused on increasing the 
communication range in macro scenarios [4], and 
on signal generation and modulation. Direction-
al antennas are used to mitigate the increased 
path loss, as they can focus the power in narrow 
beams, which increase the link budget, and to 
enhance the security of wireless links, making 
eavesdropping more challenging. Furthermore, 
the small wavelength at terahertz allows many 
antenna elements to be packed in a small form 
factor (1024 in 1 mm2 at 1 THz), thus enabling 
ultra-massive multiple-input multiple-output 
(UM-MIMO) techniques [3] and array-of-subar-
rays solutions [5] Finally, reconfigurable electronic 
surfaces can act as smart reflectors and overcome 
blockage in non-line-of-sight (NLoS) [4]. 

These studies, however, mostly focused on 
modeling, designing, and optimizing the physical 
layer and the RF circuitry. Eventually, only a frac-
tion of the hops between a client and a server will 
be on terahertz links. Therefore, it is necessary 
to study and understand the performance of this 
technology considering the integration in com-
plex, end-to-end networks, where multiple nodes 
and layers of the protocol stack interact to deliver 
packets between two applications at the two end-
points of a connection. Moreover, the harsh prop-
agation characteristics of the terahertz band, the 
limited coverage of a terahertz access point, the 
directionality, and the huge availability of band-
width introduce new challenges and potential for 
the medium access control (MAC), network, and 
transport layers, and may call for radical re-de-
sign of traditional paradigms for user and control 
planes of wireless networks.

In this article, we discuss five key areas for the 
development of end-to-end terahertz networks, 
summarized in Fig. 1, by reviewing literature con-
tributions and providing novel results based on 
full-stack, end-to-end ns-3 simulations [6].1 To the 
best of our knowledge, this is the first contribution 
that provides a holistic perspective on networking 
challenges at terahertz frequencies, as prior work 
mostly focused on the lower portion of the spec-
trum [7] or on terahertz devices and the physical 
layer [4, 8]. Notably, we believe it will be crucial 
to study mechanisms to:
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• Introduce awareness of neighbors, fixed 
infrastructure, and channel usage, overcom-
ing the deafness introduced by directional 
communications

• Account for the ultra-high bandwidth in the 
link design, by analyzing the complexity-effi-
ciency trade-off of medium access schemes

• Make the network scale with a joint, ener-
gy-aware design of the network deployment, 
considering active and passive nodes

• Manage the spectrum, understanding the 
impact of interference and how the available 
bandwidth benefits wireless backhaul and 
multi-connectivity

• Move bits end to end, analyzing which kinds 
of transport protocols may provide the best 
performance

We selected these topics as they represent ele-
ments that are impacted by the characteristics of 
the terahertz channel and deployments, and can 
be actually optimized to provide a seamless end-
to-end 6G experience on terahertz links. They are 
discussed in the remainder of this article: for each 
area, we first highlight the challenges introduced 
by terahertz scenarios, and then outline promising 
research direction.

IntroducIng AwAreness
Mobile nodes need to gather awareness of the 
surrounding environment. Even in a random 
access context, without any coordination, devic-
es still need to be aware of incoming transmis-
sions. Moreover, in a cellular or wireless LAN 
(WLAN) scenario, where mobile users exchange 
data with a fixed infrastructure (i.e., base stations 
and access points), each endpoint of the wire-
less link should have knowledge of the other: in 
cellular networks, users perform initial access to 
a base station, which is a gateway to the overall 
network, and schedules spectrum resources for 
the connected devices. Finally, they may need to 
sense the channel to understand if it is busy, and 
decide to transmit only if idle. Therefore, it is nec-
essary for mobile transceivers to gain awareness 
of the fixed infrastructure, of their neighbors, and, 
if needed, of the channel occupancy. 

Traditionally, cellular and WLAN networks at 
sub-6 GHz use signals broadcasted (quasi) omni-
directionally, which are not subject to deafness. 
A synchronization signal sent by Long Term Evo-
lution (LTE) base stations, for example, can be 
received by all the users in their coverage area, 
simultaneously. In 5G networks with mmWave 

communications, however, this paradigm has 
changed, as directionality prevents devices and 
base stations from transmitting and receiving 
omnidirectionally. Such systems, indeed, need 
beamforming to improve the link budget and 
extend the possible communication range [7]. To 
achieve the maximum gain, the endpoints need 
to align their transmit and receive beams, and this 
may introduce delays in the link setup, limit the 
awareness of the spectrum utilization, and impair 
the reliability of communications in highly mobile 
scenarios.

LInk budget And InItIAL Access LAtency compArIson

Figure 2a compares the signal-to-noise ratio (SNR) 
at different distances (5, 30, and 100 m) for 
mmWave and terahertz links. The SNR is given by 
the ratio between the received signal power and 
the noise power, without the beamforming gain, 
to analyze the impact of the higher carrier fre-
quency on the propagation loss. The latter is com-
puted using established models (i.e., the 3GPP 
model in an urban canyon scenario in the fre-
quency range considered for 3GPP NR [9], and 
[8] for terahertz links in the 300–1000 GHz spec-
trum). The bandwidth is 400 MHz for mmWaves 
(i.e., the maximum bandwidth per carrier of 3GPP 
NR) and 50 GHz for terahertz, compliant with 
IEEE 802.15.3d.

For example, we observe that the SNR gap 
between a carrier at 30 GHz and one at 430 GHz 
is 37 dB. As mentioned earlier, this difference can 
be compensated for by increasing the number 
of antenna elements in each node, thanks to the 
smaller wavelength at terahertz when compared to 
mmWaves and sub-6 GHz networks. This translates 
into narrower beams, which improve the link bud-
get but, at the same time, increase the deafness 
problem, limiting the awareness of mobile nodes.

The impact of highly directional antennas on 
the MAC and higher layers is shown in Fig. 2b, 
which reports the latency for the initial link estab-
lishment, with an exhaustive scan to identify the 
best transmit and receive beam, using the frame 
structure of 3GPP NR and the latency model from 
[7]. Notably, the base stations send 8, 16, 32, 
or 64 directional synchronization signals every 
Tss seconds, which allow mobile nodes to assess 
the channel quality and decide on the best beam 
pair. For the mmWave links, we consider a setup 
with 16 antennas at the base stations and 4 at the 
user equipments (UEs). This yields a gain of up 
to 18 dB, which is enough to have a line-of-sight 
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Figure 1. Main design challenges for end-to-end, full-stack terahertz networks.
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(LoS) SNR on the order of 0 dB at 100 m and 
52.6 GHz. For terahertz, conversely, the configu-
ration of Fig. 2b is designed to match the overall 
link budget of the mmWave setup, with 1024 ele-
ments at the base stations and 256 at the mobile 
endpoint, and a gain of up to 54 dB. While the 
link budget is the same, the tighter beam requires 
more directional synchronization signals for the 
same coverage area. Therefore, an exhaustive 
search at the transmit and receive side on the 
3GPP NR frame structure is slow but still feasible 
at mmWaves (with a delay smaller than 1 s in the 
worst configuration), but is not a viable option for 
terahertz, which would require more than 32 s to 
complete the scan in the best case.

beAm operAtIons for terAhertz

Consequently, beam management protocols for 
the terahertz MAC layer have to carefully consid-
er the trade-off between improving the link bud-
get and the need for awareness of spectrum and 
infrastructure. Research on beam management 
solutions for mmWaves has already proposed 
several alternatives to a basic exhaustive search, 
which could be partially adapted to the terahertz 
domain [4]. Additionally, the characteristics of the 
terahertz spectrum could be exploited to improve 
directional operations [10]. Promising research 
directions will involve a combination of:
• A redesign of the frame structure with 

respect to that of NR considered in Fig. 2b, 
and of synchronization and reference sig-
nals, to exploit the larger bandwidth avail-
able at terahertz. Shorter pilots could result 
in more opportunities to transmit synchroni-
zation signals without impacting the control 
overhead, and multiple user-specific tracking 
signals could be multiplexed in frequency, if 
the link budget for the involved devices is 
high enough.

• Advanced antenna architectures could be 
exploited to transmit and receive directional 
signals from multiple transceivers at the same 
time (e.g., with digital beamforming), or to 

infer angle of departure and arrival of tera-
hertz signals (e.g., with leaky-wave antennas 
[11]). Further research efforts are required 
to design and realize digital architectures 
and antennas for the terahertz spectrum, but 
promising results have also been obtained 
with multi-beam solutions based on plasmon-
ic nano-antennas [3], or by considering the 
information gathered not only through the 
main beam, but also with sidelobes.

• Multi-stage beam management schemes, 
where beam configurations with different 
beam widths and, consequently, gains are 
used for different steps of either tracking or 
channel sensing procedures.

• Context-based schemes, which use additional 
information to gather awareness of the sur-
rounding environment. Notably, at terahertz, 
the large bandwidth and the propagation 
characteristics make the medium particular-
ly suitable for radio frequency sensing [2]. 
Therefore, the same radio interface could 
be used to transmit data and to map the sur-
rounding environment, identifying, for exam-
ple, sources of blockage.

• MAC protocols that rely on multi-connectivity 
(i.e., the availability of multiple radios in the 
mobile devices and base stations) to exploit 
different frequency bands for different tasks: 
sub-6 GHz links can provide a control over-
lay, and assist beam management operations 
at terahertz with reliable feedback links.

LInk desIgn for uLtrA-hIgh bAndwIdth
The unprecedented availability of bandwidth at 
terahertz, as shown in Fig. 1, and the highly direc-
tional transmissions also call for further research 
on medium access and retransmission mecha-
nisms. Notably, the high physical layer rate may 
allow MAC protocols to still achieve high through-
put, while accepting a lower bandwidth/spectral 
efficiency in favor of simplicity. Indeed, protocols 
that require a high level of coordination may be 
impractical for terahertz links.

Figure 2. Link budget and impact of directionality at the MAC layer: a) link budget for mmWaves and terahertz links, without beam-
forming gain: Ptx = 0.5 W, noise figure F = 10 dB; b) link establishment delay computed with the 3GPP NR parameters and the 
model from [7], using antenna arrays that yield a comparable SNR at the receiver.
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For the medium access, the main design choice 
is between scheduled and contention-based. Each 
of these paradigms presents potentials and lim-
itations that could be exploited for different use 
cases and scenarios. In particular:
• With scheduled access, the base stations of a 

cellular network allocate time and frequency 
resources to the connected users, avoiding 
collisions and, consequently, increasing spec-
trum efficiency. Additionally, the centralized 
control at the base stations enables prompt 
link adaptation and tracking. Indeed, the 
base stations can allocate specific tracking 
or reference signals to connected users, and 
coordinate with the infrastructure to under-
stand the evolution of the channel dynamics 
for a certain user. However, it may be chal-
lenging to establish and maintain connec-
tivity toward the fixed infrastructure, given 
the harsh propagation environment in the 
terahertz band, and the control plane needs 
to cope with directionality.

• Most research related to terahertz MAC 
layer design has proposed approaches based 
on contention-based medium access [6]. 
With respect to a scheduled MAC, a con-
tention-based MAC does not need control 
plane connectivity toward the infrastructure. 
Moreover, the highly directional transmis-
sions and their short duration (thanks to the 
ultra-high available data rate) limit the impact 
of collisions among different concurrent data 
exchanges. Nonetheless, the two endpoints 
of the communication still need to agree on 
the optimal beam pair; thus, a beam search 
step needs to be included at every channel 
access [10].
For retransmissions, unpredictable blockers 

and frequent beam or base station updates could 
disrupt the constant flow of acknowledgments 
between the receiver and the transmitter, thus 
impacting the design of retransmission policies. 
Additionally, given the high data rate, coding for 
forward error correction could make the trans-
ceiver design overly complex. Therefore, an effi-
cient retransmission process remains an open 
issue. To this end, network coding techniques 
[12] have low-complexity implementations and 
simplify the retransmission process, as they 
do not require the retransmission of a specific 
packet, but rather of a random combination of 
the batch of packets that the receiver needs to 
decode. 

mAkIng the network scALe
mmWave base stations are being deployed as 
high-density small cells in 5G networks, since their 
coverage is limited [4]. Following this trend, and 
considering the higher path loss in the terahertz 
spectrum, the density of a cellular network oper-
ating at terahertz will likely increase even further. 
This will have an impact on the capital and oper-
ating expenditures, the energy consumption, and 
the complexity and scale of the backhaul infra-
structure. In this section, we review the main chal-
lenges and research directions associated with the 
deployment and operation of a terahertz network 
at a massive scale.

Figure 3 illustrates the differences in deploy-
ment density that can be expected for mmWave 

and terahertz systems. We consider Monte Carlo 
simulations, in which macro base stations are ran-
domly deployed outdoors according to a Poisson 
point process, and with the coverage probability 
computed as the probability of having an SNR 
above a threshold of 0 dB between a test user, 
at the center of the deployment, and at least one 
base station. For example, this can be a metric 
that is measured by the mobile devices during an 
initial access attempt [7]. The path loss and beam-
forming gain are modeled as in Fig. 2. We notice 
that with 16 antenna elements at the base station 
and 4 at the mobile device, the 30 GHz network 
has a coverage probability higher than 0.95 with 
60 base stations/km2, which corresponds to an 
average cell radius of 72 m. The same anten-
na configuration does not guarantee adequate 
performance at terahertz, since similar coverage 
probability requires 2 · 104 base stations/km2 at 
0.43 THz. As discussed earlier, antenna arrays 
with a larger number of antenna elements will 
be necessary when considering these frequency 
bands. With 1024 antenna elements for the base 
stations and 256 for the mobile devices, it is possi-
ble to reach a coverage probability of 0.95 with at 
least 100 base stations/km2 at 0.43 THz, and 600 
base stations/km2 at 1.5 THz, with an average cell 
radius of 56 and 23 m, respectively. 

energy-AwAre network desIgn

6G will further improve the energy efficiency 
of 5G networks [1], to balance the higher num-
ber of terahertz nodes to be powered up than 
at mmWaves or sub-6 GHz. Possible strategies 
toward the reduction of energy consumption at 
terahertz include:
• A lean control plane design that minimizes 

the control messages and always-on signals 
for control operations.

Figure 3. Probability of having an SNR higher than 0 dB for different deploy-
ment configurations. The mmWave channel is modeled according to [9] 
(i.e., through a combination of probabilistic LoS and path loss models for an 
urban scenario with microcells). For terahertz, the path loss of an LoS-only 
channel is modeled with [8]. The other link parameters are as in Fig. 2a.
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• Quick sleep cycles for base stations in dense 
clusters with low traffic. With the deploy-
ment density foreseen in Fig. 3, the number 
of base stations will likely approach and, in 
some areas, may even exceed that of active 
users in the network. Therefore, terahertz 
base stations should quickly turn off the 
main radio functionalities (to save energy) 
when there are no connected users. This will 
require coordination among neighboring 
base stations, which can notify each other of 
users relocating to switched-off base stations, 
so that they can swiftly resume operations, 
or wake-up radio systems, exploiting multi 
connectivity with low-power radios. 

• Energy-saving states for mobile devices with-
out active transmissions, alternating stand-by 
with intervals in which the network could page 
the device. A specific challenge for terahertz 
is maintaining connectivity in stand-by with 
directional links, as the best beam pair could 
change if the mobile device in a low-energy 
mode moves through the network.

• Energy harvesting, with the infrastructure and 
the mobile devices exploiting modern har-
vesting circuitry to self-sustain during sleep 
cycles.

A controL pLAne for  
refLectIng ArrAys And metAsurfAces

Even with large antenna arrays, uniform access 
coverage with terahertz links may be infeasible in 
terms of cost and energy consumption. Hotspots 
and indoor scenarios are more likely candidates 
for early terahertz deployments. For these, the tra-
ditional base station coverage can be enhanced 
with new network infrastructure elements, name-
ly, reflecting arrays and metasurfaces [4]. These 
devices are based on phased arrays and nanoma-
terials, respectively, that can steer the terahertz 
wave impinging on them, thus reflecting the signal 
transmitted by a terahertz node toward a mobile 
user. Their deployment improves the link bud-
get and the coverage in NLoS conditions, and 
reduces the density of full base stations. How-
ever, their integration with the fixed infrastruc-
ture requires the design of a dedicated control 
plane, with protocols and networking procedures 
to manage, among others, the handoff of users 
across different reflecting devices and the tracking 
in highly mobile scenarios. Moreover, the scale of 
terahertz networks will make manual configura-
tion impractical, calling for intelligent procedures 
that automatically connect and jointly optimize 
the parameters of base stations and reflecting 
nodes in a plug-and-play fashion.

mAnAgIng the spectrum
The large untapped portions of spectrum at tera-
hertz also create new opportunities for spectrum 
management. Indeed, besides allocating large 
bandwidths to the radio access, it is possible to 
enhance the network by deploying novel spec-
trum reuse schemes, in-band, high-capacity wire-
less backhaul, and multi-connectivity. 

Interference

First of all, it is important to characterize the impact 
of interference when considering the extremely 
directional links [13]. Indeed, as for mmWaves, 

terahertz networks can be noise-limited thanks to 
beamformed transmissions and the limited cover-
age of each base station. However, at the same 
time, the high density that is needed to provide 
coverage (as discussed earlier) may introduce addi-
tional interference. Finally, the bursty transmissions 
complicate the tracking and prediction of possible 
interference sources. To this end, [14] proposes 
a reinforcement learning scheme to detect and 
mitigate intermittent interference sources, show-
ing how adaptive, learning-based approaches can 
cope with challenging and dynamic terahertz sce-
narios. The behavior of interference at terahertz 
can affect the design of spectrum reuse and shar-
ing schemes, which may be tuned as more or less 
aggressive according to the need to isolate from 
cross-cell interference. Additionally, interference 
management strategies should be re-designed to 
account for both active and passive users (e.g., 
to protect incumbents that use the spectrum for 
radio astronomy and Earth atmospheric science), 
with coordination loops across terahertz nodes 
that need to be fast enough to address a highly 
dynamic interference environment.

wIreLess bAckhAuL

The large available bandwidth can also be used 
for in-band backhaul for terahertz base stations. 
The high deployment density will make wired 
backhaul to each base station extremely expen-
sive, thus calling for a fully wireless solution, such 
as that proposed with integrated access and back-
haul (IAB) in 5G networks. Compared to IAB at 
mmWaves, terahertz benefits from the higher 
spectrum availability, which could improve the 
quality of service for end-to-end traffic flows over 
multiple wireless hops. Moreover, fixed relays sim-
plify beam management, but network operators 
should carefully design the deployment and the 
topology of the wireless backhaul network to pro-
vide connectivity to all the base stations in the 
presence of blockage.

muLtI-connectIvIty

Finally, 6G networks will rely on a combination of 
sub-6 GHz, mmWave and terahertz bands, and, 
possibly, optical wireless links [1, 2]. The network 
infrastructure and the mobile devices will there-
fore need to nimbly adapt and use the carrier that 
provides the best performance. 

In Fig. 4 we compare the throughput of a 
terahertz link at 1.0345 THz, with 74 GHz of 
bandwidth (corresponding to the first available 
window in the spectrum above 1 THz [6]), and 
an mmWave link operating at 28 GHz with the 
maximum bandwidth allowed in 3GPP NR (i.e., 
400 MHz), through full-stack simulations in ns-3 
with the TeraSim [6] and mmWave modules [15]. 
The application is a constant bit rate source, with 
UDP at the transport layer. The wireless nodes 
are equipped with directional arrays: a rotating 
array for terahertz, as in the default macro scenar-
io of TeraSim [6], and phased arrays with 64 and 
16 antenna elements at the base station and the 
device [15].

This network configuration highlights two oper-
ating regimes, according to the distance between 
the base station and the mobile device. For short 
distances (i.e., 1 and 5 m), the terahertz link ben-
efits from the larger bandwidth with respect to 
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the mmWave connection, and provides higher 
throughput. However, as the distance increases, 
the path loss for the terahertz link increases at 
a faster rate than for the mmWave one, which 
eventually becomes the better choice in terms of 
throughput at 10 and 20 m. Therefore, 6G ter-
ahertz devices should exploit multi-connectivity 
not only for the control plane and beam manage-
ment, as mentioned earlier, but also for the user 
plane, forwarding data packets on the different 
available radio interfaces to provide diversity. 

movIng bIts end to end
As discussed earlier, terahertz links in cellular or 
ad hoc networks will constitute only a fraction of 
the hops in an end-to-end connection, and will 
carry traffic generated by a wide range of different 
applications with various underlying transport pro-
tocols (e.g., TCP). The end-to-end performance is 
thus determined by the interaction between these 
applications and protocols and the resources at 
the physical layer, and a sub-optimal interplay 
may prevent full exploitation of the large band-
width and data rates of terahertz connections. 
Prior research has shown that, at mmWaves, the 
highly intermittent channel and beamforming 
degrade the performance of traditional TCP con-
gestion control schemes [15]. Therefore, the inter-
play with the transport layer should be considered 
when designing the protocol stack for terahertz 
links as well.

Figure 5 exemplifies the pitfalls of TCP for ter-
ahertz links by comparing the evolution of the 
congestion window for a single TCP flow on an 
mmWave link (28 GHz), with a scheduled MAC 
[7, 15], and a terahertz link (1.0345 THz) with 
two MAC layer configurations. The first, from [10], 
has beam management and contention, while the 
other is ideal (i.e., all the resources are always allo-
cated to the same user with the best beam pair). 
We observe that the congestion window with the 
terahertz link and the realistic MAC is reduced 
multiple times, not because capacity is reached, 
but because of the inefficient interplay between 
the contention-based access and the TCP timers, 
which triggers timeouts and congestion recovery. 
Overall, this configuration performs much worse 
than the mmWave one, despite the larger band-
width, with an average throughput of 66 Mb/s vs. 
520 Mb/s. The ideal MAC configuration instead 
highlights another issue that TCP may suffer from 
on terahertz links: the sub-optimal use of the avail-
able physical layer resources due to the slow linear 
ramp-up of TCP in congestion avoidance.

Finally, current protocol stacks in mobile devic-
es are not designed to handle data rates that can 
reach tens of gigabits per second. As the through-
put increases, the CPU of the device becomes 
busier processing the received packets. More-
over, congestion and flow control decisions have 
to be made much more frequently. Therefore, the 
networking stack processing may quickly deplete 
the battery of mobile devices when operating at 
high throughput. This makes the case for addition-
al simulation-based and experimental research on 
the design and performance of simpler network 
and transport protocols at terahertz (e.g., based 
on UDP, QUIC, or on future evolutions of TCP). 
Moreover, further analysis is needed to under-
stand whether congestion control mechanisms 

are useful for terahertz links, considering the data 
rates at stake.

concLusIons And future work
The terahertz physical layer design still presents 
many open research challenges. This article 
focuses on key issues for the higher layers of the 
protocol stack, also discussing deployment and 
energy-related challenges.

We have identified relevant networking prob-
lems, providing insights and preliminary results 
that can drive future research on 6G terahertz 
networks at the MAC layer and above. Five key 
research questions emerged from our analysis:
• How can beam management and medium 

access schemes be designed to exploit the 
characteristics of the terahertz spectrum, for 
example, by combining sensing, large anten-
na arrays, and communications?

Figure 4. UDP throughput with different source rates R and distances between 
the base stations and mobile devices. 
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• Do terahertz networks need a reliable control 
plane and a scheduled MAC, or does con-
tention-based access provide a better trade-
off between complexity and performance? 
How can the control plane be extended to 
metasurfaces?

• Which are the most effective strategies to 
deploy a high-density, energy-efficient net-
work? 

• Which policies can be developed to man-
age the terahertz spectrum, considering 
dynamic interference sources, the large avail-
able bandwidth, and the possibility of using 
multi-connectivity? 

• How can transport protocol designs and 
implementations evolve to satisfy the require-
ments of ultra-high bandwidth, highly vari-
able links?
These research questions, and the insights we 

have provided in this article, could be used as a 
starting point to further progress the full-stack, 
end-to-end analysis and design of terahertz net-
works, to fully profit from the unprecedented 
amount of bandwidth available in this portion of 
the spectrum.
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